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A new method of extracting the top-quark mass is proposed. It uses only infor-
mation on the transverse momentum of electrons and muons produced in the tf —
dilepton and ¢t — lepton+jets decay channels. It is shown that this variable, among
others, is sensitive to the top-quark mass. As it is very accurately measured, it can
provide the top-quark mass with a very small systematic error and, at high enough
integrated luminosity, with a very small total error.
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1. INTRODUCTION

The top quark was discovered by the CDF and DO collaborations at the
Fermilab Tevatron in 1995 [1]. Subsequent publications gave more details on its
kinematic properties [2, 3, 4, 5, 6, 7, 8]. Presently an intensive effort is under
way, in both Tevatron experiments, to measure its mass with the highest possible
accuracy [9]. The desired accuracy is necessary in many constraints that we can
put on the Standard Model (SM), for example, on the mass of the Higgs boson
[1].

In addition, much work has also been done (at the level of simulations) by
the ATLAS [10] and CMS [11] collaborations in the perspective of the future
experiments using the LHC at CERN.

A brief summary on the latest measurements of the top-quark mass and on the
methods pursued for this purpose is given here. Several factors contribute to the
systematic error of the measured top-quark mass. However, the main contribution
comes from the uncertainty in the jet energy scale [2, 9].

The motivation for the proposed technique of measuring the top-quark mass
will be presented in Sec.2. The sensitivity of the lepton transverse kinematics
to the top-quark mass at both the Tevatron and LHC energies will be examined
in Sec.3. Then, in Sec.4, the expected statistical and systematic errors will
be discussed. In Appendix A, the derived sensitivity of the lepton momentum
to the top-quark mass will be investigated. Finally, in Appendix B, certain
computational requirements for the achievement of a highly accurate result will
be briefly discussed.

2. MOTIVATION FOR THE PROPOSED TECHNIQUE

Presently the statistical and the systematic errors of the top-quark mass are
nearly equal and at the level of about £3 GeV, using data from either the CDF
or DO experiment [9]. As the integrated luminosity increases, the statistical error
will decrease and the systematic error will dominate. This will be particularly
true for the LHC experiments, where a huge number of top candidate events will
be registered, even by the end of the first year of operation [10, 11]. However,
as mentioned above, the main source of the systematic error still will be the
uncertainty in the jet energy scale.

A way to bypass this problem is to use physical quantities other than the
jet energies, such that they are sensitive to the top-quark mass and they can be
measured very precisely. It is proposed here to use the transverse momentum of



the leptons in the ¢ — dilepton and tf — lepton-+jets decay modes, where the
leptons are electrons (4 or —) and/or muons (+ or —).

3. DESCRIPTION OF THE PROPOSED TECHNIQUE

At the Tevatron (pp collisions at /s = 1.96 TeV) top quarks are produced
mainly in pairs through ¢g annihilation into a gluon and subsequent split into a
tt pair as shown in Fig. 1.

Proton

Antiproton

Fig. 1. Top-quark production through ¢g annihilation

According to the SM, each top (¢) quark decays into a W boson and a bottom
(b) quark (see Fig. 1). For this study, ¢ pairs have been generated (for Tevatron
conditions) using the Herwig Monte Carlo program [12]. Events where both W
bosons decay into a lepton and a neutrino (dilepton mode), have been selected.
Further requirements are that both of the leptons are electrons and/or muons
and that they have opposite electric charge. Two additional cuts on the lepton
transverse momenta, Pr > 20 GeV/c, and on their pseudorapidities, |n| < 1.1,
are imposed. The spectrum of the lepton transverse momentum (two entries per
tt event) for a top-quark mass of 180 GeV/c? is shown in Fig.2. Similar spectra
have been obtained for a top-quark mass of 130, 150, 160, 170, 190, 200, 210,
and 230 GeV/c?. The mean value (Pr) of the lepton’s Pr and its standard
deviation vs. the top-quark mass are listed in Table 1. The mean value of the
lepton’s Pr is shown in Fig.3 as a function of the top-quark mass.

It is seen that the lepton’s (Pr) is sensitive to the top-quark mass Miop . A
fit of a straight line of the form

(Pr) = Kk + AMiop (1)



500 77 hepe
Entries 9896
Mean 58.17

400 RMS 32.1

300

200

100

OAAlAAAAlAAAAlAA =l |
50 100 150 200 250 300
GeV/e

Fig. 2. Distribution of the lepton’s Pr at generation level for pp collisions at /s = 1.96
TeV for Miop = 180 GeV/c?

Table 1. The lepton’s (Pr) and its standard deviation vs. the top-quark mass at
generation level for pp collisions at \/s = 1.96 TeV

Top-quark mass, | Lepton (Pr), | Pr standard deviation,
GeV/c® GeV/c GeV/e
130 50.59 26.15
150 53.33 28.43
160 55.08 30.39
170 56.78 31.55
180 58.17 32.10
190 5891 31.73
200 60.83 34.21
210 62.72 34.73
230 67.11 37.64

gives a x2/n.d.f. of 2.8 and a slope of A = 0.16. Similar fits have been done
also for the lepton’s total momentum, the leading lepton’s total and transverse
momenta, the sum of the Pr’s of the two leptons, the sum of the total momenta
of the two leptons and the invariant mass of the two leptons. The slopes of the
straight line fits to the mean values of all these variables, as functions of the
top-quark mass, are given in Table 2.

As expected, the variable most sensitive to the top-quark mass is the sum
of the total momenta of the two leptons, having a slope of 0.35. However, we
would like to use a variable that is invariant under Lorentz transformations along
the colliding beams and that is also the same for both the f — dilepton and tf —
lepton+jets decay modes. The Pr of each lepton is such a variable.

The next step was to study the effect of the detector resolution and of the
selection cuts on the mean value of the lepton’s Pr, on its standard deviation
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Fig. 3. The lepton’s (Pr) vs. the top-quark mass at generation level for pp collisions at

Vs = 1.96 TeV

Table 2. Slopes of various lepton kinematic variables vs. the top-quark mass at gener-
ation level for pp collisions at /s = 1.96 TeV

Variable Slope
(Pr) 0.1574 4+ 0.0036
(P) 0.1739 4 0.0042
Leading (Pr) 0.2278 + 0.0054
Leading (P) 0.2523 £ 0.0064
Sum of (Pr)’s 0.3160 % 0.0080
Sum of (P)’s 0.3523 + 0.0092
Invariant mass 0.2211 £+ 0.0095

and on the slope of the straight line of (Pr) vs. the top-quark mass. For this
purpose, a full simulation for a CDF Run II type of a detector [13] has been
performed using the ¢ — dilepton events. Then, all of the CDF type cuts were
applied. Table 3 lists the mean value of the Pr of the two leptons and its standard
deviation vs. the top-quark mass. Table 4 gives the slopes of the straight line fits
to the mean values of the same variables that are listed in Table 2. It is seen that
resolution and selection cuts have a very small combined effect on the width of
the Pr spectrum and, therefore, on the ultimate statistical error of the top-quark
mass extracted using this method at a given luminosity. The mean value of Pr
is shown in Fig.4 as a function of the top-quark mass.



Table 3. The lepton’s (Pr) and its standard deviation vs. the top-quark mass after
simulation for pp collisions at /s = 1.96 TeV

Top-quark mass, | Lepton (Pr), | Pr standard deviation,
GeV/c? GeV/e GeV/e
130 54.43 30.00
150 57.24 31.94
160 59.54 33.55
170 60.99 34.12
180 63.43 35.47
190 62.85 34.82
200 65.86 37.86
210 66.54 37.58
230 70.17 38.79

Table 4. Slopes of various lepton kinematic variables vs. the top-quark mass after
simulation for pp collisions at /s = 1.96 TeV

Variable Slope
(Pr) 0.1546 £ 0.0106
(P) 0.1766 + 0.0122
Leading (Pr) 0.2172 £ 0.0157
Leading (P) 0.2309 £ 0.0182
Sum of (Pr)’s 0.3091 + 0.0237
Sum of (P)’s 0.3317 + 0.0273
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Fig. 4. The lepton’s (Pr) vs. the top-quark mass after simulation for pp collisions at
Vs =1.96 TeV



Next, the validity of the technique at LHC conditions (pp collisions at /s =
14 TeV [10]) has been examined. At the LHC the top-quark is produced in pairs
through gluon—gluon fusion into a gluon and its subsequent split into ¢f as shown
in Fig.5. The Pythia Monte Carlo program [14] has been used to generate this
kind of events. Again, tf — dilepton events have been selected, the two leptons
being electrons and/or muons. In Table 5, the (Pr) of the leptons and its standard
deviation are listed as functions of the top-quark mass. Table 6 gives the slopes
of the straight line fits to the mean values of the same variables that are listed in
Table 2. Comparing Tables 2 and 6 we see that these slopes are generally higher
for the LHC conditions than for the Tevatron conditions.

Fig. 5. Main Feynman diagram for top-quark production at LHC

Table 5. The lepton’s (Pr) and its standard deviation vs. the top-quark mass at gener-
ation level for pp collisions at /s = 14 TeV

Top-quark mass, | Lepton (Pr), | Pr standard deviation,
GeV/c? GeV/e GeV/e
130 54.99 33.13
140 55.50 33.47
150 57.37 35.75
160 59.37 37.10
170 61.69 38.97
180 63.89 40.83
190 66.28 4391
200 67.63 44.52
210 69.81 45.11
220 72.67 47.32
230 75.65 51.03

Again, only two requirements were imposed: that the Pr’s of both leptons
are larger than 20 GeV/c and that their pseudorapidities are absolutely less than
1.1. The relation of (Pr) with the top-quark mass is again linear as shown in
Fig.6. The slope of the corresponding straight line is 0.21 with a x?/n.d.f. of 3,
similar to the values obtained at the Tevatron energy.



Table 6. Slopes of various lepton kinematic variables vs. the top-quark mass at gener-

ation level for pp collisions at /s = 14 TeV

Variable Slope
(Pr) 0.2068 + 0.0039
(P) 0.2420 4 0.0048

Leading (Pr)

0.3020 £+ 0.0061

Leading (P)

0.3526 £ 0.0075

Sum of (Pr)’s

0.3981 + 0.0083

Sum of (P)’s 0.4520 4+ 0.0097
By of the two leptons
2 b 2%ndf 27.5/9
3 75 Probe 0.001155
N p0 26.84 +0.6961
B pl 0.2068 + 0.003942
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Fig. 6. The lepton’s (Pr) vs. the top-quark mass at generation level for pp collisions at

Vs = 14 TeV

The above results show that the top-quark mass can be extracted from the
Pr distribution of t¢ — dilepton events by using the solution of Eq. (1) for M.,

in terms of (Pr):

Mtop ==

(Pr) — K

)

with the parameters x and A derived from the fit appropriate for the Tevatron or

for the LHC conditions.



4. ESTIMATION OF ERRORS

The expected statistical error in the top-quark mass as extracted from the
Pr spectrum of the two leptons in the tf — dilepton mode is a function of the
expected Tevatron integrated luminosity £ and is given in Table 7 [15]. The

error (0Miop),,, has been estimated using the formula

(O(Pr))stas _ L, PF°
(OMiop) oy = =318 = 1 X 3)

derived from Eq.(2). Pr™ is the standard deviation of the Pr distribution
(35.47 GeV/c from the simulation results listed in Table 3); N is twice the
number of the reconstructed ¢ — dilepton events (two leptons per event); and
A = 0.1546 is the slope of the straight line of the lepton’s transverse momentum
vs. the top-quark mass (see Table 4). The number N has been estimated from
the relation

N =2Ngz=2B,c0 (pﬁ — tf) L. 4)

A tt-production cross section o (pp — tt) of 7 pb [16], By e = 0.75% branching
ratio x efficiency product of tf — ete™, eTpu™, uTe™ and pTpu~ pairs, and a
top-quark mass of M., = 180 GeV/c? have been assumed.

Table 7. The statistical error in the top-quark mass from the Pr spectrum of the two
leptons in the tf — dilepton events as a function of the expected Tevatron integrated
luminosity

Integrated, | Expected by | Expected number | (dMiop)yias
luminosity, of dilepton events
pb~! GeV/IcZ | %
193 Feb. 2003 10 51 28
400 Sep. 2004 21 35 20
1200 Dec. 2005 63 20 11
3000 Dec. 2006 158 13 7
8000 Dec. 2008 420 8 4

A further reduction of the statistical error by a factor of about 2 can be
achieved if the similar measurement of the top-quark mass from the Pr spectrum
of the lepton (e or ) in the tf — lepton-+jets decay mode is combined with the
one from the dilepton events.

The above exercise has also been done for the LHC/ATLAS conditions [10];
i.e., pp collisions at /s = 14 TeV, a tt-production cross section of 800 pb for
Miop = 180 GeV/c?, an ATLAS type tf — dilepton branching ratio x efficiency
product equal to 1%, a standard deviation of the Pr distribution equal to 40.83



GeV/c (see Table 5), and a slope of Pr vs. M, equal to 0.2068 (see Table 6).
The corresponding errors in the top-quark mass are listed in Table 8. It is seen
that by the end of the first year of LHC operation a statistical error in M, of
down to about 1.5 GeV/c? can be achieved.

Table 8. The statistical error in the top-quark mass from the Pr spectrum of the
two leptons in the ¢t — dilepton events as a function of the expected LHC integrated
luminosity

Integrated Expected by Expected number (0Miop) giat
luminosity, of dilepton events
pb~* GeVIc [ %
1000 | End of the st year 8000 16 | 08
of operation
10,000 | End of the 2nd year 80 000 0.5 0.3
of operation

It should be noted that at LHC a statistically more accurate M., value can
be obtained by using the sum of the Pr’s of the two leptons in each tf — dilepton
event (see Table 6).

The systematic error in the top-quark mass derived from Eq. (2) is given by

1
(5Mt0p)syst = X X \/(5<PT>)3yst + (5H)2 + Mt20p (5>‘)27 (5)

i.e., it is determined by the systematic error in the estimated mean of the lepton’s
Pr distribution and by the errors in the parameters of the linear fit: the constant
term x and the slope A\. A number of sources contribute to the individual errors
of Eq. (5):

1. The uncertainty in the fit parameters due to the finite Monte Carlo statistics
and the omission of nonlinear terms. This is provided by the least squares
algorithm.

2. The uncertainty in the measurement of the lepton’s Pr.

3. The uncertainty in the measurement of the transverse energy Er of the jets,
implying also an uncertainty in the missing transverse energy K.

4. The theoretical uncertainties of the Monte Carlo event generator.

5. The uncertainty in the knowledge of the background.

In what follows, we briefly discuss each of the last four sources of error for the
Tevatron/CDF conditions and for the ¢ — dilepton channel.



The electron Er and the muon Pr scales are presently known at CDF down
to 30 MeV and 50 MeV/c, respectively, from the study of Z — ete™ and
Z — utp events [13].

There are two types of theoretical uncertainties in the Monte Carlo event
generator: one is related with the parton distribution functions (PDF) of the
proton; and the other, with the modeling of soft gluon radiation from the initial-
state quarks (ISR) and/or from the final-state top quarks (FSR). Also important
is the final-state electromagnetic radiation (bremsstrahlung) from the leptons.
Although this effect is well under control in the framework of QED, it must be
taken into account as it alters the lepton kinematics. The error in the fit parameters
% and A due to the uncertainty in the choice of PDF’s has been estimated by trying
two generators using different PDF’s: Herwig [12] and Pythia [14]. The estimated
mean values of the lepton kinematic variables at Mo, = 180 GeV/c? are listed
in Table 9. It is seen that the results from the two generators agree perfectly well
within the standard errors of the Monte Carlo statistics. It follows that the errors
in k and X due to this source of uncertainty are consistent with zero. The errors
due to the uncertainty in the gluon radiation are currently under study.

Table 9. The mean values of various lepton kinematic variables estimated using two
different Monte Carlo generators for pp collisions at /s = 1.96 TeV and for top-quark
mass Mo, = 180 GeV/c?

Variable Pythia Herwig

(Pr) 58.00 + 0.32 58.17 £ 0.32
(P) 67.48 +£0.38 67.63 = 0.38
Leading (Pr) 72.90 £ 0.50 73.52 £ 0.50
Leading (P) 85.59 £ 0.60 85.98 +0.59
Sum of (Pr)’s 116.2 £ 0.7 116.6 £ 0.7
Sum of (P)’s 135.4 £0.8 135.6 £ 0.8

The uncertainty in the jet energy scale has an indirect effect on (Pr), namely
because of the cuts on the Fr of jets and on the Er in the event. It has been
estimated by the difference in the lepton’s (Pr) for the nominal jet energy scale
and for the case where the jet energies have been varied by +10% on a sample
of Herwig Monte Carlo events assuming M., = 180 GeV/c?. The resulting
lepton’s (P) and (Pr) are listed in Table 10 and they agree within the standard
errors of the Monte Carlo statistics for all three scales chosen for the jet energies.
Hence the error in (Pr) due to the uncertainty in the jet energy scale is again
consistent with zero.

A full study of the systematic uncertainties associated with the method pre-
sented here is currently underway and will be discussed in detail in a forthcoming

paper.
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Table 10. The effect on the lepton’s (Pr) and (P) of variations in the jet energy scale
and in E7 after simulation for pp collisions at /s = 1.96 TeV

Er(jet), Er shift, % (Pry, GeVic | (P), GeVic
No shift 63.45 £ 0.91 | 72.35 + 1.0

110% Er(et), —10% Er | 64.08 £0.96 | 72.43 £ 1.09
—10% Er(jet), +10% FEr | 63.41 £0.90 | 71.87 +1.03

APPENDIX A: TEST OF THE MONTE CARLO RESULTS

We can understand the small and constant slopes of the lepton kinematics
with respect to the top-quark mass by looking more closely to the kinematics of
tt-pair production. The cross section for ¢f-pair production in pp collisions can
be written in the form [17]

o (pp — tt) = Z/dei (2ip?) /dﬂ?ij (zj,1%) 635 (8, 1%, Meop) ,  (6)
i

F; and F}; are the number densities of light partons (quarks, antiquarks, and
gluons) evaluated at a scale p in the proton and antiproton; x; and x; are the
momentum fractions of the incoming partons [i. e., the parton 7(j) has momentum
2;P(—x;P), where P is the magnitude of the proton momentum in the center-of-
mass frame (which in colliding beam experiments coincides with the laboratory
frame)]; &;; is the point cross section for ¢+ j — t¢; and § = 4xiij2 = 4dx;x48
is the square of the center-of-mass energy of the parton—parton collision.

We are primarily interested in the cross section for the g — tf subprocess
which, for large M;,,, dominates at the Tevatron energy. This is given in the
lowest order by [18]

& (qq — tt) = 573 - 3 (M

8ma (1 . 2M30p> - (QMEOP)Q.
S

As a function of 8, 6 rises from threshold (§ = 4 M3

iop)> Teaches a maximum at

R 20 9

s \/ﬁ 1 Mtop
and then falls off asymptotically as 1/5. When convoluted with the ¢g density
functions, according to Eq.(6), the maximum of the gg — #f cross section is
shifted down to § =~ 4.5Mt20p. Therefore, the most probable energy for a top-
quark produced by ¢g annihilation is Eiop = v/4.5M;0p/2 = 1.06M;cp, and the
corresponding most probable momentum is Piop ~ 0.35M;,. For example, for a
top quark of mass M., = 175 GeV/c? the most probable momentum is P, = 62
GeV/c and the most probable kinetic energy is Tiop = Eiop — Miop = 10.6 GeV.

~5.6M,,
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These conditions are not far from the ##-production threshold, i. e., from the
point where each top quark is produced at rest. At this point the momentum of
each lepton produced by the tf-pair decay in the laboratory frame is

1
Hepton = AM. {MEOD + MI%V - Ml)2 +
top

+ \/ [Mgop ~ (Mw + Mb)ﬂ [Mgop — (Myy — Mbﬂ cos elepton},(s;)

where Oicpton is the lepton emission angle in the rest frame of the W boson, My,
and M, are the masses of the W boson and of the b quark, respectively, and
the mass of the lepton (electron or muon) has been omitted. The average lepton
momentum is then

M2+ M3, — M?
Piepton) = b ) 9
< lept > 4Mtop ( )
and its slope with respect to the top-quark mass is
d<P1epton> _ Mtzop - MI%V + sz (10)

thop (2Mtop)2

It is immediately seen that, for M;,, much larger than My, the lepton
momentum averages near M;,,/4, and its slope with respect to the top-quark mass
averages near 1/4. Table 11 lists the values of the average lepton momentum and

Table 11. The expected (Picpton) and d{Picpton)/dMiop at the ti-production threshold

Mtop, <F,lepton>s d(Hepton>/thop

GeV/c? GeV/e
130 44.89 0.1547
140 46.51 0.1678
150 48.24 0.1784
160 50.07 0.1871
170 51.98 0.1943
180 53.95 0.2003
190 55.98 0.2054
200 58.05 0.2097
210 60.17 0.2135
220 62.32 0.2167
230 64.50 0.2195

12
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Fig. 7. The expected (Plepton) Vs. the top-quark mass at the ¢Z-production threshold

of its slope as functions of the top-quark mass, calculated according to Egs. (9)
and (10), respectively, for My = 80.4 GeV/c? and M, = 4.5 GeV/c? [19]. The
average lepton momentum is plotted against the top-quark mass in Fig.7 and
shows that the change of its slope with the top-quark mass is too small to be
detected by the Monte Carlo fit with the present accuracy. The expected slope at
threshold averages 0.195 over the scanned mass range. This result is fairly close
to both the slope 0.174+0.004 of (P) given in Table 2 for the Tevatron conditions
and the slope 0.242 4+ 0.005 of (P) given in Table 6 for the LHC conditions. For
the LHC conditions, the slope is higher because of gluon radiation from the top
quarks: heavier top quarks radiate softer gluons, transferring thus more kinetic
energy to their decay products. For the Tevatron conditions, gluon radiation is
suppressed due to lower total energy. In this case the slope is lower than the
expected threshold value because of the finite momentum of the top-quarks that
smears out the sensitivity of the lepton kinematics to the top-quark mass.

APPENDIX B: OPTIMIZATION OF THE FIT

We briefly examine the methodology for improving the fit of the functional
relationship between (Pr) and M, to the Monte Carlo data in order to meet the
desired accuracy. Let P; be the values of (Pr) corresponding to the i =1,...,n
trial values M; of the top-quark mass M;,,. The errors associated with the
mean values P, are estimated by P;/ v/N;, where N; is the number of tf — dilep-
ton Monte Carlo events passing all of the selection cuts after simulation. Defining

n n n
N, N M; & NiM?
SI{H = Z P_iga Sn)\ = P,L'Q ) S)\)\ = PiQ ; (11)
i=1 i=1 i=1
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N; " N;M;
=51 = i D = S,..Sm — S2 12
g § P g ;:1 2 SrSax — Sixs (12)

the least squares solution for the best fit parameters x and A of Eq. (1) is [20]

_ gnS)\)\ - g)\S/{)\ g)\Sm{ - ngn/\

A= 13
T 5 (13)
with the covariance matrix
Vm{ VI{)\ 1 S)\/\ T PR
= 5 : (14)
VAH VA)\ D _S;-c)\ Sfm
and the error induced to the extracted top-quark mass is
\/VI{H + 2Mtopvm)\ + topV)\/\
(5Mﬁ0p) A =
_ l Sxax — 2MiopSicr + MtopS (15)
A D

For a (nearly) diagonal covariance matrix, the errors in the fit parameters are

0k =V Vi = /San/D and dA = /Vxx = \/Sux/D. Then Eq.(15) goes over
to Eq. (5).

Using Egs. (11), (12), the determinant D(> 0) of the covariance matrix is
written as follows:

2 n o n
D_ ZZNNM ZZNNMM~ (16)

i=1 j=1 i=1 j=1

We assume that the statistics is the same for all simulations, i.e., that N; =N =
Niotal = N -n foralli=1,...,n. Then

p=n2 Yy M )M). (17

i=1 j=1

The last form of D transforms to

= N? i:nzl( )2. (18)

=7 j=1
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On the other hand, using again Egs. (11), (12),

M \* 2MiMuoy  (Miop\*
P P? P

(19)

S)\/\ - 2MtopS/§)\ + M{;QOPSHK =N Z
k=1

Combining Egs. (15), (18) and (19) together, we find

B 1 n Mk_Mtop 2 n n—1 Mi_Mj 2
(6Muop)g, = 3o Z( B ) 22 \7pp ) |- @

k=1 i=j j=1

Equation (20) shows that the accuracy of the linear fit can be increased
in three ways: (i) By raising the statistics at each mass point, i.e., increasing
the number N of Monte Carlo events passing all of the selection cuts after
simulation. (ii) By increasing the number n of mass points. Then more terms,
all of them being positive, are added to both sums in the numerator and in the
denominator of the right-hand side, but the number of terms in the simple sum
of the numerator is n whereas the number of terms in the double sum of the
denominator is n(n—1)/2. (iii) B%/ extending the scanned mass range. Then the
quadratic differences (M; — M;)” in the denominator at the most distant points
[for example, (M,, — M1)2] increase more rapidly than the quadratic differences
(M, — Mtop)2 in the numerator [for example, (M,, — Mtop)2 or (Myop — M1)2],
assuming that the finally extracted M, is located at or near the middle of the
range. Among the three possible ways, (i) is more efficient than (ii) and (ii) is
more efficient than (iii). But for a global optimization of the fit, all three ways
must be tried. For a fixed mass range, the systematic error in the top-quark mass
coming from the fit decreases approximately as 1/VN -n = 1/v/Niota With
raising global statistics.

Increasing the accuracy of the fit, especially by extending the mass range,
will allow for a study of the importance of nonlinear terms which, according
to the discussion in Appendix A, are expected to manifest themselves at least
near the threshold My, = M, + My = 85 GeV/c?. Exact x* criteria must then
be carefully applied in order to exhaust the possibility of further improving the
accuracy of the fit by better modelling the relationship between (Pr) and Mo, .
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