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Vacuum Thermochromatography:
Physical Principles and Monte Carlo Simulation

The title method for preparative separation of inˇnitesimal amounts of relatively volatile
elements or compounds with different adsorbability is based on the molecular �ow in an
evacuated open column with imposed temperature gradient. The analytes put into the column's
closed ©hotª end begin to migrate owing to random �ights of their molecules between two
consecutive collisions with the wall. Each strike results in adsorption of the entity on the
surface for a random time whose mean increases ©downstreamª; as a result, various analytes
come to practical rest in individual temperature ranges. Here, the microscopic picture of the
molecular histories is described in quantitative details, assuming that the velocity vectors of
the desorbing molecules obey the cosine law angular distribution. The probability density
functions for the full and projected �ight lengths in long cylinders are derived. They were
used in Monte Carlo simulation of great many migration histories to obtain the peaking
proˇles of the deposits. Numerous particular sets of experimental regimes and conditions
were simulated to elucidate in�uence of these variables on the proˇles and the characteristic
deposition temperatures.

The investigation has been performed at the Flerov Laboratory of Nuclear Reactions, JINR.
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INTRODUCTION

The fundamental processes behind the well-known gasÄsolid thermochro-
matography (GTC) are: temperature-dependent reversible adsorption of the mole-
cules or atoms on the column surface; their transportation down the column by
the convective �ow of a practically nonadsorbable gas; and the negative down-
stream temperature gradient along the column. Due to the latter, the speed of
migration of the analytes steadily decreases downstream. When, after some time
of processing, the column is ©frozenª well below the working temperature to stop
the migration, the deposits of various analytes are found peaking at individual
distances from the origin. To date, the GTC-based techniques have shown to
be efˇcient tools for studying chemical properties of the transactinoid elements,
whose isotopes are mostly short-lived and are available only on one-atom-at-a-
time scale. For the purpose, the newborn atoms recoiling from a target bombarded
by accelerated heavy ions are stopped in the �owing gas. If necessary, it contains
also some chemically active agents as well as minute amounts of ©carriersª Å
the compounds which are chemically similar to (or identical with) the radiolabeled
entities under study. Such scheme provided yet unsurpassed rate of synthesis and
separation of relatively volatile compounds, because in certain experimental con-
ditions, it is possible to register the alpha or spontaneous ˇssion decay events in
real time and with high efˇciency.

Here we consider a very different situation: inˇnitesimal amounts of several
analytes are placed into the closed hot end of an open thermochromatographic
column, which is so highly evacuated that any atoms or molecules migrate only by
the truly molecular �ow. In spite of the absence of any downstream viscous �ow,
sudden freezing of the column after some time of processing reveals separated
peaking deposits, which resemble the outcome of GTC experiments. This is why
the method is called vacuum thermochromatography (VTC). The present paper is
continuation of our work [1]; here we provide more details of the fundamentals of
VTC and a deeper insight into the migration histories to make possibly rigorous
Monte Carlo (MC) simulation of the VTC peaks proˇles Å their shapes and
positions.

First, let us consider an open evacuated isothermal tube, much longer than
its diameter, whose surface is uniform in adsorption and other physicochemical
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properties. The molecules migrate along the column through erratic free �ights
between consecutive collisions with the walls. The true molecular �ow regime
implies that the molecules under study do not collide mutually or with the residual
gas along their total path in the experiment. For the millimeter order column
diameters and, typically, several hundreds of free �ights (see the data later below)
it means a total pressure of less than 10−4 mmHg (0.01 Pa). Steckelmacher [2]
thoroughly reviewed the historical and modern quantitative studies of various
aspects of the �ow for the case of the nonadsorbable molecules, which spend
all their time in �ights. Meanwhile, when a moderately adsorbable molecule
strikes the surface, it gets adsorbed and spends some time in this state [3, 4].
The mean of this sojourn is proportional to the inverse Boltzmann exponential
factor and so strongly increases with lower temperature. In the here considered
experimental conditions, the molecules spend much more time on the surface than
in the �ights. Hence, the running-time-dependent proˇle of the original adsorbed
fraction practically does not differ from the distribution in the quickly frozen
column.

Provided that the �ights are re�ected at the start point, the proˇle obtained
in the isothermal column must be close to the half-normal distribution [5]. As
such, it keeps the maximum value at the zero coordinate and steadily widens
with the duration of the experiment. Away from the start, there cannot appear
any maximum in the deposit density, and different species yield similar proˇles
with just unequal spread. However, if the column temperature decreases with
distance from the hot end, the analytes deposit as more or less separated peaks.
It happens because ever more molecules reach the coordinates (temperatures) at
which they fail to rebound during the remaining time. Thus, the lower �ight
frequency at lower temperature produces a seeming mass �ow towards the cold
end of the column, and the analytes with different desorption energies yield peaks
at different positions. The technique was pioneered by Westgaard et al. [6], ˇrst
separations were done in the 1970s [7-9]. More works related to the problems
considered in the present paper were published only relatively recently [10-12].
The experimental data like the temperature at the mean coordinate of the peak
may serve to evaluate desorption energies provided that there is a detailed theory
of the processes in the columns.

The simple microscopic picture of the migration calls for Monte Carlo (MC)
simulations. Davis [13] seems to have performed the ˇrst such simulations,
aiming to serve practical purposes. For the citations of more recent studies and
for the state of art see [14]. These works concerned the behavior of nonadsorbable
molecules in isothermal ducts of various conˇgurations to estimate the evacuation
rate or the vacuum conductance of complex ducts. The total sojourn time in the
duct was obtained from the total path length of the molecules.

When simulating VTC, one follows the histories of adsorbable molecules,
and of major concern is the total time spent in the adsorption state, because that
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spent in the �ights is mostly negligible [1]. Our ˇrst goal was to elucidate how the
experimental parameters affect the shape and position of the VTC peaks. To date,
only a few works have reported empirical ˇtting of the experimental histograms
by MC simulations. Their authors considered both the thermal gradient [11, 12]
and isothermal [12] columns. In [12], they also measured and simulated the
percentage of radioactive nuclides surviving at the column exit, rather than the
chromatograms. Their experimental parameters were the time of the experiment
and the column temperature, while the desorption energy was an adjustable pa-
rameter. Some details of the simulations were published only later [15]. We
found that these works contain errors [16], and so here we carefully discuss the
background and realization of the correct MC procedures.

We present the simulated vacuum thermochromatograms for numerous com-
binations of the experimental parameters. The sample graphs were obtained for
the conditions envisaged in the chemical studies of the heaviest presently known
elements. Basically, the conditions are characterized: by the columns' geometry
and temperature regime; by the molecular properties and adsorption characteristics
of the analytes; as well as by the individual times of experiment of each single
entity. The latter situation takes place especially when the radioactive ©labelª of
the analyte has the mean lifetime much shorter than the nominal duration of the
experiment and the coordinate of each decay event is registered in real time.

MICROSCOPIC PICTURE OF MOLECULAR MIGRATIONS

Simulation of the molecular �ow in ducts requires knowledge of the angular
distribution of the velocity vectors of desorbing molecules. In the spherical co-
ordinates, the differential solid angle is dΩ = dϕdθ sin θ and for the ©isotropic
distributionª, the amount of �ux is just proportional to dΩ. However, the re-
bounding molecules must obey the Knudsen cosine law, when the �ux varies like
cos θdΩ. Direct measurements of this distribution are difˇcult and scarce; how-
ever, there are enough fundamental arguments in favor of the law. Some come
from fundamental thermodynamics [2, 17, 18]; revision of the molecular diffusion
in the terms of a complex dynamical re�ection [19] evidences an asymptotic na-
ture of the cosine law on the atomic scale; and a billiard ball model of collisions
with wall shows that the law must hold even at the zero adsorption time [20]. The
distribution is characteristic of the emission of nuclear radiation and so must be
taken into account when the experimental data consist in the real time registration
of α particles or spontaneous ˇssion fragments.

The ˇrst problems solved here are the probability density functions for the
free �ight lengths and their projection on the column axis. The adsorption site
is taken as the origin of both the spherical and Cartesian coordinates; see Fig. 1.
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Fig. 1. Geometry of a free �ight in the cylindrical column of unit diameter and the cosine-
law angular distribution. a) 3D view of the �ight and its projection on the tube axis; dλz

is the differential projection length. b) Projections of the involved quantities on the y − z
plane. c) Section of the cylinder by the plane deˇned by x-axis and the �ight vector (cf. b);
the ancillary left side shows additional geometrical relations; sections b) and c) are to scale
with each other. d) 3-D graph of the cosine law distribution of the rebound vectors
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The x-axis is perpendicular to the surface, so to the z−y plane, while the cylinder
extends along the z-axis. Instead of considering the true length of the �ight l and
its projection on the z-axis lz, one may measure them in the cylinder diameters
dc to obtain some universal ©reducedª quantities λ ≡ l/dc and λz ≡ lz/dc. For
the spherical coordinates, we denote by θ the polar angle of the �ight vector with
the x-axis and by ϕ Å the angle between the projection of the vector on the y−z
plane.

Figure 1, c helps to ˇnd the formula for the free �ight length as a function
of the angular coordinates. As tgα=tgθ cosϕ, the reduced lengths depend on the
angles like

λ =
cos θ

1 − sin2 θ sin2 ϕ
(1)

and

λz =
cos θ sin θ sin ϕ

1 − sin2 θ sin2 ϕ
. (2)

Their means are obtained by double integration in the range [0, π/2] for both
θ and ϕ, i. e., in a solid angle of π/2. The normalizing factor for the cosine
distributions comes from

π/2∫
0

π/2∫
0

cos θ sin θdϕdθ =
π

4
(3)

so that

λ =
4
π

π/2∫
0

π/2∫
0

cos θ

1 − sin2 θ sin2 ϕ
cos θ sin θ dϕ dθ = 1 (4)

and

λ =
4
π

π/2∫
0

π/2∫
0

cos θ sin θ sinϕ

1 − sin2 θ sin2 ϕ
cos θ sin θ dϕ dθ =

1
2
. (5)

The second moments of the distributions are obtained similarly. Table 1 summa-
rizes the corresponding data. Figure 1, d shows that the relatively long �ights are
suppressed because they happen only if, simultaneously, ϕ → π/2 and θ → π/2.

Of much interest are the probability density functions (PDF) and cumulative
probability distribution functions (CPDF) of various quantities x; these are de-
noted below by ρ(x) and Π(x), respectively. To our best knowledge, the PDFs of
full and projected �ights in the above speciˇc geometrical conditions have not yet
been considered in literature. Help comes from some works on the geometrical
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Table 1. Statistical characteristics of the �ight length distributions for the cosine law

First moments Second moments Dispersions

λ̄ λ̄z λ2 λ2
z σ2 σ2

z

1.00∗ 0.50 1.333 0.666 0.333 0.416

∗ The value 1.386 reported by the present author earlier [22] was in error.

efˇciencies of nuclear radiation detectors; they contain formulas for the solid an-
gle subtended by a circle. Figure 1 a, b shows that the present case is a particular
oneÅ the emission point lies on the generatrix of the right circular cylinder, at
a distance λzfrom its base. However, only Prata [21] seems to have solved the
problem of the solid angle Ω(λz), when the source and circle axes are mutually
orthogonal and the emission follows the cosine law. He obtained

Ω(λz) = π

(
2λ2

z + 1
2
√

λ2
z + 1

− λz

)
. (6)

In our case of open cylinder, Ω(λz) obviously equals the solid angle subtended
by the tube surface from the distance λz to inˇnity. Figure 1, a shows that the
fraction of the rebounding molecules striking a circular ring with the width dλz is
proportional to the differential change in the solid angle: ρ(λz)dλz ∝ −dΩ(λz).
Hence, Π(λz) and ρ(λz) are related as

Π(λz) = 1−Ω(λz)
π

and ρ(λz) ≡
d

dλz
Π(λz) = − d

dλz

Ω(λz)
π

. (7)

Then, the CPDF is

Π(λz) = 1−
(

2λ2
z+1√

λ2
z+1

−2λz

)
(8)

and the PDF is

ρ(λz) = 2−3λz + 2λ3
z

(1+λ2
z)3/2

. (9)

The latter rather rapidly decreases with the walk length:

ρ(λz) ≈
λz→∞

3
4λ4

z

+O

(
1
λ5

z

)
. (10)

The distributions are displayed in Fig. 2.
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Fig. 2. Solid curves: PDF and CPDF of the projected �ights according to Eqs. (8) and (9).
Symbol curves: the distributions of full �ight lengths obtained by MC simulations (see
below)

MONTE CARLO SIMULATION OF THE CHROMATOGRAMS

Free Flights. When the analytic formulas for the above-considered PDFs or
CPDFs could not be derived, we made the appropriate MC simulations. Necessar-
ily, these yield the distributions as histograms. Here and below, we denote by x∗

a random value of the quantity x and by ρ(x∗) and Π(x∗) Å the appropriate
distributions, to emphasize their MC origin. The PDFs of θ and ϕ belong to the
class, for which the random x∗'s can be obtained [22,23] as the solution of

ξ = Π(x∗) ≡
∫ x∗

0

ρ(x)dx, (11)

where ξ is a random number from the standard uniform distribution.
When simulating the PDF and CPDF of the length of free �ights, the values

of λ∗ and λ∗
z are calculated from Eqs. (1) and (2), respectively. The required

random azimuthal and polar angles in the range [0, π/2] are

ϕ∗ =
π

2
ξ (12)

and

θ∗ = arcsin
√

ξ (13)
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because ξ = 2
∫ θ∗

0 sin θ cos θ dθ = sin2 θ∗. Alternatively, Eq. (8) provides the
direct way to obtain the absolute values of λ∗

z as the algebraic solution of the
equation ξ = Π(λ∗

z), cf. Eq. (11). It gives ∗

λ∗
z =

1
12(ξ−1)

[
1−2ξ+ξ2+

(ξ−1)2(−47−2ξ+ξ2)
ψ(ξ)

+ψ(ξ)
]

, (14)

where

ψ(ξ) =
[
−71−150ξ+663ξ2−596ξ3+159ξ4−6ξ5+ξ6+

+12
√

3
√

(−1+ξ)4(3−2ξ+ξ2)2(28−2ξ+ξ2)
] 1

3
.

Because such a formula could be found only for λ∗
z , all the VTC Å related

simulations below were consistently done using random angular coordinates. Up
to 106 �ights were simulated for each of the required PDFs and CPDFs in Fig. 2
to obtain histograms with the bins 0.02. We also simulated the distributions with
known formulas to check that the histograms (not shown in Fig. 2) closely follow
the curves. Notice the striking differences in the distributions of the free �ight
lengths and their projections.

Flow Chart for VTC Peaks. We shall denote the true, yet unknown PDF
of the migration distances by ρ(z)(cm−1). Formation of the VTC peaks proceeds
through the (oneÄdimensional) random walks with variable steps and each step is
followed by an exponentially distributed time break, whose mean depends on the
running coordinate. The chain stops when the accumulated retention time exceeds
a preset value, which happens after very different numbers of steps. Our MC
simulation �ow chart is shown in Fig 3. The accepted symbols (and dimensions)
for the quantities and variables encountered in the �ow chart are

εdÄdesorption energy per molecule or mole,
εÄdesorption energy divided by the universal gas constant (K),
gÄlocal temperature gradient along the column (K cm−1),
TSÄtemperature of the hot (start) end of the column (K),
zÄdistance from the start (cm),
TzÄlocal column temperature at the distance z (K),
teÄnominal duration of the experiment (s),
tltÄmean lifetime of the radionuclide (s),
t∗ltÄrandom individual lifetime of the label (s),
τ̄a = τ̄a(Tz)Ämean adsorption sojourn time (s).

Notice that t∗lt = −tltlnξ and τ∗
a = −τ̄alnξ.

∗Obtained using Mathematica7, Wolfram Research Inc.
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We made the simulations on some important assumptions. First, that the
column surface is absolutely homogeneous and has a regular atomic structure
with distinct adsorption sites, which are characterized by a single εd. Next,
that the mean adsorption time is τ̄a = τ0e

ε/Tz , while τ0, the inverse vibration
frequency of the adsorbed entity, does not depend on temperature. We considered
the columns with stationary, linear temperature proˇles Tz = TS−gz.

Fig. 3. A basic �ow chart for the MC simulation of VTC peaks in the case of short-lived
label, tlt � te. See the above list for the symbols
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In practice, each of the involved molecules may have its own actual duration
of the experiment; it is the case with the short-lived radiolabels due to their
random lifetimes. For the possible variants and details see [1]. Here and below,
if not mentioned otherwise, we deal with the case tlt � te. Notice, that any
©shortª in the text below emphasizes namely this condition. Consistently, we use
©longª for the opposite, tlt � te.

The simpliˇed �ow chart shown in Fig. 3 is self-explanatory. The displace-
ments yielding a negative coordinate are ©re�ectedª at zero. When the total
adsorption residence time equals or exceeds the individual t∗lt, the simulation
is terminated. The small contribution of the time of �ight is approximated by
taking its mean, rather than random, value at the local Tz, The histogram bin
corresponding to this random ˇnal z∗A is incremented. The following data were
obtained for several varieties of experimental conditions using unabridged �ow
charts:

zA =
Nh∑
i=1

z∗Ai/Nh Å weighted mean coordinate, 1st initial moment, of the

peak proˇle, (cm),

z2
A =

Nh∑
i=1

z∗2Ai/Nh Å 2nd initial moment of the peak proˇle (cm2),

σ2
z = z2

A−z2
A Ä dispersion of the peak proˇle (cm2),

TA Å column temperature at zA (K),
ρ(z∗) Å normalized histogram of the peak proˇle (cm−1),
Nl Å average number of the steps (calls for λ∗

z) in a molecular history,
Nb Å average number of returns to start with re�ection (the z∗

′ ≤ 0 events).

PROFILES OF VTC PEAKS AT VARIOUS EXPERIMENTAL
CONDITIONS

When systematically exploring VTC chromatograms, we arbitrarily chose a
©standardª set of the experimental conditions, which hold below if not otherwise
stated; these are : ε = 6500 K, TS = 300 K, g = 3 K/cm, d = 1 cm, M = 300,
the label is short-lived with tlf = 5 s. The corresponding peak is regarded like a
sort of reference. Figure 4 and Table 2 present some characteristic data for the
corresponding standard,ª peak plus the results for the long-lived label at te = 5 s
and some very different durations of the experiment.

In the case of simple (constant step length) random walks, the average number
of the walks is the squared average distance measured in the steps. The effective

mean for variable steps is dc

√
λ2

z (see Part 2); in the present case it is 0.816dc

(cf. Table 1). Table 2 shows that our Nl ≈ (zA/0.816dc)2 is close enough to
what would be with simple walks. We also counted the events which gave z′ < 0
and so were re�ected; thus we obtained the average number of the ©returns to
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Fig. 4. The standard peak and that from the elution experiment with long (stable) label
lasting 5 s (right scale); the average number of reversible adsorption events per cm (left
scale); see text and Nl values in Table 2

Table 2. Statistical characteristics of the peaks for the long-lived nuclides at several
durations of the experiment compared with those at the standard experimental para-
meters

te, s TA, K zA, cm σ2
z , cm2 MC Nl(zA/0.816dc)

2 Nb MC

Standard (short) label

tlt = 5 s 242 19.3 42 635 560 16

Long label

0.05 281 6.2 13 79 53 5.4
5 259 13.7 28 301 280 11
5 236 21.5 29 755 695 18
50 214 28.4 21 1250 1210 22

originª; this problem has not yet been exactly solved in mathematics even for
the simple random walks. Next, we counted the average total number of the
adsorption events, which took place in the standard and long-label cases, and
their distribution (per cm) along the paths. That in Fig. 4 is for the short-lived
molecules, with the average 650 events per molecule (the area under the curve).
Meanwhile, the long-lived molecules experienced some 750 collisions, while the
two distributions differ insigniˇcantly when normalized.

Figure 5 gives a notion of dependence of the migration distance, dispersion of
the proˇle, and detailed peak shape on some experimental conditions; cf. similar
simulations of GTC in [24]. Notice that zA and σ2

z strongly increase with smaller

11



Fig. 5. The peak proˇles when changing just one of the otherwise standard experimental
conditions

g; larger dc enlarges zA but only slightly changes σ2
z ; longer te results in larger

zA and gradually smaller σ2
z dispersion; higher TS leads to higher zA, while TA

and σ2
z stay almost unaffected.

SIMPLIFIED MC SIMULATIONS

We examined the possibility of avoiding simulation of the random adsorption
residence times and desorption angles by using the coordinate, and so temperature
dependent τa, and the effective mean step lengths Δz. The latter must be the
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Fig. 6. The peak proˇles from the standard and simpliˇed �ow charts: the insert shows
magniˇed region of large distances; see text for details. The histogram has 0.816 cm bins

Table 3. Statistical characteristics of the peaks obtained with simpliˇed simulation �ow
charts

Conditions z̄, cm z2, cm2 σ2
z , cm2 Nl

Standard; see �ow chart in Fig. 3 18.1 356 27.3 549

Standard, but that

τ∗
a ≡ τ̄a 18.1 358 29.7 544

l∗z ≡ Δz 18.1 394 22.4 524

l∗z ≡ Δz, τ∗
a ≡ τ̄a 18.0 394 22.4 526

above-mentioned 0.816dc. The simulations were done for the three possible
simplifying combinations: λ∗

zdc with τa(z); Δz with τ∗
a (z); and Δz with τa(z).

Some of the results are presented in Fig. 6 and in Table 3. The standard peak and
that for λ̄∗

zdc plus τa(z) practically coincide; the same takes place for Δz plus
τ∗
a (z) and Δz plus τ∗

a (z). For that reason, only one representative from each pair
is displayed in Fig. 6. The insert in the ˇgure shows that with ˇxed Δz, the peak
tail decreases more rapidly than that of the standard, because some random steps
are much longer than Δz.

The considerably faster simpliˇed simulations may seem attractive. However,
for the ˇxed Δz, the resulting probability mass function with its 0.8165dc bins
can reasonably serve the analysis of experimental data only when the longitudinal
extensions of the detectors equal that bin.
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COMMENTS AND CONCLUSIONS

Advantages and Disadvantages of Monte Carlo Simulations. The principle
disadvantage of the MC approach is the impossibility of ˇnding the functional
relations between the parameters of the simulated proˇles and the experimental
conditions. Also the computation time is relatively long, even for the cylindrical
columns, where all the free �ights start in identical geometry. Moreover, to date,
the experiments with heavy elements have been done with the columns of the
rectangular section, which lack the site equivalence. It would require much more
tedious simulations because of the lack of the site equivalence and has not yet been
done. In Part 2 will be presented somewhat imperfect solution to the problem by
using effective random step lengths which depend on the cross-section geometry.

The great advantage of the MC approach is its inherent capability of account-
ing for numerous realistic experimental conditions, more complicated than those
assumed above. For example, in practice, it is not easy to realize the constant
negative temperature gradient. Mere placing the column into an insulated metallic
tubular casing, whose ends are kept at different temperatures, fails, because the
thermal insulation cannot be ideal. Meanwhile, any column temperature proˇles
described by a function, but also by an interpolated table, etc., can be handled
by MC. Easily treated can be also a column consisting of parts with dissimilar
surfaces and so with suddenly changing ε. For example, very often, a low-ε
isothermal initial part serves to rapidly supply the analytes to the higher ε, true
VTC section.

The �ow chart in Fig. 3 directly and rapidly solves the problem of short-lived
labels through replacing, once per history, the nominal te by a random lifetime. In
addition, also an eventual heterogeneity of the column surface and other complex
phenomena will require just few more steps in the simplest �ow chart in Fig. 3.
This way one might efˇciently replace the alternative straightforward approaches.
For the short tlt, it would mean making a large number of simulations for long
tlt at te values within a range of several tlts, followed by summation of these
proˇles with the weights exp (−te/tlt) /tlt.

The width of a VTC peak usually makes a considerable fraction of the
migration distance. Figure 5 evidences that managing of this disadvantage is not
easy. Thus, the technique is not an omnipotent separation tool; however, it can
well solve nontrivial problems. In particular, an inherent capability of VTC is to
keep the column surfaces very clean and unchanged during the experiment. This
is difˇcult to achieve in GTS because the carrier gas (maybe, otherwise inert)
necessarily contains some unaccounted for impurities and intentionally added
reagents. The latter are to secure the required chemical state of the analyte, but
might also modify the surface in a poorly predictable way.

Closer inspection of the �ow chart in Fig. 3 reveals that the simulation for
some particular conditions actually provides also a plethora of generic data. In-
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deed, multiplication of ε, TS , and gdc by a constant factor while preserving
tltdoes not change the chromatogram. Hence, with a factor larger than unity one
obtains the chromatograms for the region of less volatile species.

Prospects for Measurement of the Desorption Energies. The thermody-
namic approach to evaluating the enthalpy of desorption is evidently inapplicable
if just one experiment has been done, even with good statistics. Then the only way
may be to simulate the peaks for different values of εd and to ˇnd empirically the
©best ˇtª to the data. The resulting εd depends on the accepted value of τ0, taken
as about 10−13s, independent of temperature. The value comes from the vibra-
tion frequencies of the adsorbent crystalline lattice [25] and must be valid at least
for physical adsorption. Alternatively, one can refer to the Eyring's ©dynamic
theoryª [26] Å.this approach via an activated complex and its thermodynamic
characteristics [27] yields the same order of τ0, but now is depending on tem-
perature: τ0 = h/kT . Beyond doubt, both the VTC and GTC techniques exploit
the localized adsorption concept. The widely used Langmuir isotherm is based
on this model [28] because the mobile adsorption occurs very seldom. Indeed, in
vacuum, the adsorbate as the rareˇed two-dimensional gas would momentously
exit the column at any temperature. On the other end, some lateral diffusion
during the adsorption residence time can never be excluded, especially when Å
and because of Å the real surfaces are heterogeneous [29]. This is why dealing
with the microscopic picture, we speak about desorption rather than adsorption.

In the one-atom-at-a-time studies of the newest heavy elements, the experi-
mental ©peakª mostly consists of just a few decay events. The individual lifetimes
behind the decays are unknown and the linear coordinates of the events have ac-
curacy like 1 cm Å the size of the common, position nonsensitive, detectors.
Solution to the problem of the conˇdence interval for εd would be greatly en-
hanced if there were an explicit formula describing the peak proˇle as a function
of the experimental parameters. MC simulations do not show a way to this
goal; indeed, one can reasonably ˇt the simulated proˇles by a peaking function,
however, the parameters of the ˇts cannot be related to the variables.

The rigorous Monte Carlo simulations require relatively long computation
time. The simpliˇed simulations are considerably faster, but must be used care-
fully. For example, the ©probability mass functionª with a bin of 0.8165dc might
not allow accurate accounting for the likelihood that the detected particle actually
originated on the surface of a neighboring detector.

An explicit formula for the peak would greatly enhance the otherwise tedious
procedures of probabilistic evaluation of the poor statistics data. For example,
the Bayesian approach would beneˇt from easy calculation of the likelihood of
the observed data for a number of εd`s. In a following paper, starting with
the diffusion ansatz of random walks to describe the VTC chromatograms, we
ˇnally derived a semitheoretical formula for the peak proˇles, which closely
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approximates the MC simulations and explicitly shows the functional dependence
on all basic variables. Bayesian evaluation of sample data using the formula will
be presented in some details.
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