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Top-Quark Mass Measurement in the tt̄-Dilepton Channel Using
the Full CDF Run II Data Set

We present a measurement of the top-quark mass with tt̄-dilepton events using
the full CDF Run II data set, which corresponds to an integrated luminosity of
9.1 fb−1 collected from

√
s = 1.96 TeV pp̄ collisions at the Fermilab Tevatron. A

sample of 520 events is obtained after all selection requirements. The top-quark
mass is estimated by a ˇt of the distribution of some variable to a sum of signal
and background contributions. This variable is deˇned using special approach to
reduce the systematic error due to the jet energy scale uncertainty. Templates are
built from simulated tt̄ and background events, and parameterized in order to provide
probability distribution functions. A likelihood ˇt of the data returns the top-quark
mass of (170.80± 1.83 (stat.)± 2.69 (syst.)) GeV/c2 (or (170.80± 3.25) GeV/c2).

The investigation has been performed at the Dzhelepov Laboratory of Nuclear
Problems, JINR.
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In memory of Aldo Menzione

INTRODUCTION

The mass of the top quark (Mtop) is a fundamental parameter of the Standard
Model (SM), and its large value makes the top-quark contribution dominant in
loop corrections to many observables, like the W -boson mass. The electroweak
radiative corrections relate the top-quark mass and the W -boson mass to the mass
of the Higgs boson [1]. Precision measurements of Mtop are therefore important
in assessing the internal consistency of the SM and of its extensions. In addition,
it is important to measure Mtop using independent data samples in different decay
channels. Signiˇcant differences in the measurements of Mtop in different decay
channels could indicate contributions from new physics beyond the SM [2].

In the CDF Run II we study protonÄantiproton collisions at a center-of-mass
energy 1.96 TeV. The CDF detector [3] is a general-purpose apparatus designed to
study pp̄ collisions at the Tevatron. A charged-particle tracking system, consisting
of a silicon microstrip tracker and a drift chamber, is immersed in a 1.4 T magnetic
ˇeld. Electromagnetic and hadronic calorimeters surround the tracking system and
measure particle energies. Drift chambers and scintillators, located outside the
calorimeters, detect muon candidates. To describe the kinematics of reconstructed
events, we use a cylindrical coordinate system, where θ is the polar angle with
respect to the proton beam direction, φ is the azimuthal angle about the beam
axis, and the pseudorapidity is deˇned as η = − ln tan(θ/2). We deˇne transverse
energy as ET = E sin θ, where E is the energy measured in the calorimeter.

Top quarks are mostly produced in pairs (tt) from quarkÄantiquark annihi-
lations (∼ 85%) or from gluonÄgluon fusion. According to the SM, both top
quarks decay almost exclusively as t → Wb. The channels of t(t) decay are
classiˇed according to the decay modes of the W boson. The dilepton channel,
when both W decay to leptons (e, μ), gets only 5% of decays, but has the best
signal-to-background ratio (S/B). Near 30% of decays go to the lepton + jets
channel, with one W producing an electron or a muon, and the other decaying
into a quark pair and producing jets. The all-hadronic decay channel collects
44% of events, but has a large QCD background.

This paper reports a measurement of the top-quark mass in the dilepton
channel with full CDF Run II data set corresponding to 9.1 fb−1 of integrated
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luminosity. This analysis updates the last CDF result [4] with additional data
collected at the end of Run II and corresponding to integrated luminosity of
about 3 fb−1.

The top mass analysis in dilepton channel has new peculiarity with increased
statistics: statistical error ceases to be the leading uncertainty of measurement.
Main limitation in measurement arises from the systematic error, which is primar-
ily due to the jet energy scale (JES) uncertainty. In contrast to lepton + jets and
all-hadronic channels, in the dilepton events, there are no quarks originated from
W -boson decay and as a consequence there is no a dijet mass constraint, which
permits a precise calibration of the JES calorimeter. This fact requires direct-
ing the efforts towards searches of new possibilities for reduction of systematics
uncertainty of the top mass due to the uncertainties in JES.

In our analysis we optimize the combined uncertainty (stat⊕ JES error) that
includes two main parts: statistical and jet energy scale uncertainties. Practically,
we analyze the tt̄-dilepton events using two initial variables, which are sensitive
to different kinematic properties of the tt̄ system. The ˇrst variable is the recon-
structed top mass (M reco

t ), which is calculated using all available experimental
information and kinematic constraints and, as a result, is the most sensitive to
the top-quark mass. In contrast to the reconstructed mass, our second variable is
the most sensitive to the top-quark mass that we can build without using any jet
energy information in the events. Therefore, this variable is insensitive to JES but
still has some sensitivity to the top mass. The use of this variable allows reducing
the systematic error due to the jet energy scale uncertainty. Finally, we deˇne
the ®hybrid¯ variable for template analysis using the weighted sum of these two
variables. The weight is chosen by requiring the smallest expected stat⊕ JES
error of measurement. This method allows us to reduce this error by about 12%
with respect to when using only the reconstructed top mass as a mass-sensitive
parameter.

1. DATA SAMPLE & EVENT SELECTION

The data were collected with an inclusive lepton trigger that require an
electron with ET > 18 GeV (or a muon with PT > 18 GeV/c) in the central
region of the detector. The analyzed event sample was obtained with selection
criteria developed for the tt̄-cross-section measurement in the dilepton channel [5].
In our analysis, we have introduced additional cuts to improve modeling and to
reduce background.

Below we just list the basic selection requirements and refer for details to the
above-cited note. We select events with two high-ET leptons of opposite charge,
one of which must be isolated. Here, we require ET > 20 GeV for electrons or
PT > 20 GeV/c for muons. Missing transverse energy must be �ET > 25 GeV
indicating the presence of neutrino. Z-veto cut eliminates ee and μμ events
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with insufˇcient missing ET signiˇcance and with dilepton invariant mass in the
Z window. L cut designed to reject Z → ττ and events with mismeasured
�ET requires that the angle between �ET and the nearest jet is Δφ > 20◦ if
�ET < 50 GeV. Two (or more) jets with corrected ET > 15 GeV and |η| < 2.5
are also required. The transverse energy sum, HT , has to be more than 200 GeV,
and the dilepton invariant mass has to be larger than 5 GeV.

Our additional cuts are presented below. We require the minimal distance in

the ηÄφ space between any lepton and any jet in event, ΔRlj =
√

Δη2
lj + Δφ2

lj ,

to be more than 0.2. This cut reduces signiˇcantly the background of events with
fake leptons. We reject events with M reco

t more than 250 GeV. We introduce
this requirement because simulation shows that the tail of the M reco

t distribution
contains mainly background events. The S/B ratio in the region M reco

t > 250 GeV
is expected to be about 1/3. We also tighten the cut on the dilepton invariant
mass. We require the dilepton invariant mass to be larger than 10 GeV. This is
done in order to reject events from processes which we do not model.

In total, we have 520 dilepton candidates after these selection requirements.
The same cuts are applied to the Monte Carlo events generated for signal or
background processes. The sensitivity of our measurement to the top-quark
mass can be improved by analyzing separately events with beauty-
avored (b-
tagged) jets. We divide the event sample into two mutually exclusive subsamples:
b-tagged and nontagged ones. The ˇrst subsample contains events which have
at least one tight SecVtx b-tagged jet [6]. The nontagged subsample contains
events which have no tight SecVtx b-tagged jets and events for which the
b-tagging algorithm cannot be applied. Table 1 gives the summary of expected
contributions and observed events for the b-tagged and nontagged samples.

Table 1. Summary table of expected contributions and observed events in SecVtx
b-tagged and nontagged dilepton data samples

CDF Run II Preliminary (9.1 fb−1)

tt̄-dilepton sample

Source Tagged events 0-tag events

WW 0.57 ± 0.15 16.4 ± 3.6
WZ 0.12 ± 0.03 5.2 ± 1.0
ZZ 0.20 ± 0.06 3.0 ± 0.5

DY/Z 4.4 ± 0.4 51.2 ± 8.0
Fakes 8.6 ± 2.7 21.4 ± 6.2

Total background 13.9 ± 2.8 97.2 ± 14.5
tt̄ (σ = 7.4 pb) 227.2 ± 16.2 173.2 ± 13.3

Total SM expectation 241.1 ± 16.4 270.3 ± 26.4

Observed 230 290
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2. CALCULATING THE VARIABLE FOR TOP-QUARK MASS
MEASUREMENT

2.1. ®Hybrid¯ Variable's Method. To measure the top-quark mass, typically,
we can perform the template analysis using a variable sensitive to the top mass.
The choice of this variable can be made by the requirement of minimal expected
error of measurement. In our analysis, we optimize the combined error that
includes two main terms: statistical and jet energy scale systematic errors. To
achieve this optimization, we use two initial variables with different properties.
The ˇrst variable is reconstructed mass (M reco

t ). We calculate it using a kinematic
ˇt of dilepton events (see Subsec. 2.2), and it is the most sensitive variable to the
true top mass. In contrast to M reco

t , our second variable is the most sensitive to
the top mass, which we can build without using information about jet energies.
Therefore, this variable is insensitive to jet energy scale (JES) but it is less
sensitive to the top mass if compared to M reco

t . We denote it here as ®alternative¯
mass, Malt

t . Details of Malt
t calculation can be found in Subsec. 2.3. As a next

step, we deˇne a ®hybrid¯ variable using a weighted sum of these two variables.
In the note we will denote this variable as an ®effective¯ top mass (M eff

t ):

M eff
t = w · M reco

t + (1 − w) · Malt
t , (1)

where w is the weighting parameter. If we change w from 0 to 1, M eff
t 's properties

are smoothly transforming from Malt
t 's to M eff

t 's properties. Therefore, we can
choose w in our analysis by the requirement of the minimal expected stat⊕ JES
error of the measurement. The choice of the optimal value of w = 0.7 is discussed
in Subsec. 2.4.

We choose the ®hybrid¯ variable method as alternative to the best linear
unbiased estimator (BLUE) method [7]. In contrast to BLUE, we do not need to
combine correlated results because the template method framework automatically
accounts for the usage of the right amount of information from both variables.

2.2. Calculating the Reconstructed Mass. The method implemented in this
analysis for reconstructing the top-quark mass event by event is called the ®Neu-
trino φ Weighting Method¯. This method was previously used for top-quark mass
measurement on the lepton + track sample [8].

In contrast to the lepton + jets mode, for the dilepton case due to the ex-
istence of two neutrinos we have a nonconstrained kinematics. The number of
independent variables is one more than the number of kinematic constraints: a
total number of 24 unknown (b, b, l−, l+, ν and ν 4-momenta) and only 23
equations to constrain the kinematics (measured 3-momenta for two b jets and
two leptons, assumed known mass for 6 ˇnal particles, used two transverse com-
ponents of calorimeter missing energy, constrained invariant mass for two W and
assumed equal constrained mass of top and antitop quarks).
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In order to constrain the kinematics, the scanning over the space of possibili-
ties for the azimuthal angles of neutrinos (φν1 , φν2 ) is used. A top-quark mass is
reconstructed by minimizing a chi-squared function (χ2) in the dilepton tt̄-event
hypothesis. The χ2 has two terms:

χ2 = χ2
reso + χ2

constr. (2)

The ˇrst term takes into account the detector uncertainties, whereas the sec-
ond one constrains the parameters to the known physical quantities given their
uncertainties. The ˇrst term is as follows:

χ2
reso =

2∑
l=1

(P l
T − P̃ l

T )2

σl
PT

2 − 2
2∑

j=1

ln(�tf(P̃
j
T |P

j
T )) +

∑
i=x,y

(UEi − ˜UEi)2

σUE
2

. (3)

With the use of the tilda (∼) we specify the parameters of the minimization
procedure, whereas variables without tilda represent the measured values. �tf are
the transfer functions between b quark and jets: they express the probability of
measuring a jet transverse momentum P j

T from a given b quark with transverse

momentum P̃ j
T . The sum in the ˇrst term is over the two leptons in the event;

the second sum loops over the two highest-ET (leading) jets, which are assumed
to originate from the b quarks. After candidate events are selected, leading jets
momenta are further corrected for multiple interactions, underlying event, and
out-of-cone energy loss.

The third sum runs over the transverse components of the unclustered energy
(UEx, UEy), which is deˇned as the sum of the energy vectors from the towers
not already associated with leptons or any leading jets.

The uncertainties (σPT ) on the lepton PT used for electrons (e) and muons (μ)
are calculated as [8]:

σe
PT

P e
T

=

√
0.1352

P e
T [GeV/c]

+ 0.022, (4)

σμ
PT

Pμ
T

= 0.0011 · P μ
T [GeV/c]. (5)

Uncertainty on the transverse components of the unclustered energy (σUE) is de-

ˇned from phenomenological formula σUE [GeV/c] = 0.4
√∑

Euncl
T [GeV/c] [9],

where
∑

Euncl
T is the scalar sum of the transverse energy excluding two leptons

and two leading jets.
The second term in Eq. (2), χ2

constr, constrains the parameters of the mini-
mization procedure through the invariant masses of the leptonÄneutrino and of
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the leptonÄneutrino-leading jet systems. This term is as follows:

χ2
constr= − 2 ln(�BW(ml1,ν1

inv |MW , ΓMW ))−2 ln(�BW(ml2,ν2
inv |MW , ΓMW )),

(6)
− 2 ln(�BW(ml1,ν1,j1

inv |M̃t, ΓM̃t
))−2 ln(�BW(ml2,ν2,j2

inv |M̃t, ΓM̃t
)).

M̃t is the parameter giving the reconstructed top-quark mass.�BW(minv; m, Γ) ≡
Γ2 · m2

(m2
inv − m2)2 + m2Γ2

indicates the relativistic BreitÄWigner distribution

function, which expresses the probability that an unstable particle of mass m
and decay width Γ decays into a system of particles with invariant mass minv.
We use the PDG values for MW and ΓMW . For the top width we use the function

ΓMt =
GF

8
√

2π
M3

t (1 − M2
W

M2
t

)2(1 + 2
M2

W

M2
t

) (7)

according to Ref. [10].
The longitudinal components of the neutrino momenta are free parameters of

the minimization procedure, while the transverse components are related to �ET

and to the assumed (φν1 , φν2) as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

P ν1
x ≡ P ν1

T · cos(φν1 ) =
�ET x· sin(φν2)− �ET y· cos(φν2)

sin(φν2−φν1) · cos(φν1),

P ν1
y ≡ P ν1

T · sin(φν1 ) =
�ET x· sin(φν2)− �ET y· cos(φν2)

sin(φν2−φν1) · sin(φν1),

P ν2
x ≡ P ν2

T · cos(φν2 ) =
�ET x· sin(φν1)− �ET y· cos(φν1)

sin(φν1−φν2) · cos(φν2),

P ν2
y ≡ P ν2

T · sin(φν2 ) =
�ET x· sin(φν1)− �ET y· cos(φν1)

sin(φν1−φν2) · sin(φν2).

(8)

The minimization procedure described above must be performed for all the
allowed values of φν1 , φν2 in the (0, 2π) × (0, 2π) region. Based on simulation,
we choose a φν1 , φν2 grid of 24 × 24 values as inputs for the minimization
procedure. In building the grid we avoid the singular points at φν1 = φν2 +
k · π, where k is integer. Note from Eq. (8) that performing the transformation
φν → φν + π leaves P ν

x and P ν
y unchanged, but reverses the sign of P ν

T . We
exclude unphysical solutions (P ν1

T < 0 and/or P ν2
T < 0) and choose the solution

which leads to positive transverse momenta for both neutrinos. This decreases
the number of grid points to 12 × 12. At each point 8 solutions can exist,
because of the two-fold ambiguity in the longitudinal momentum for each neutrino
and of the ambiguity on the leptonÄjet association. Therefore, for each event,
we perform 1152 minimizations, each of which returns a value of M reco

ijk and

χ2
ijk (i, j = 1, . . . , 12; k = 1, . . . , 8). We deˇne χ′2

ij = χ2
ij + 4 · ln(ΓMt),
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which is obtained by using Eq. (6), where �BW is substituted with � ′
BW ∼

Γ · m2

(m2
inv − m2)2 + m2Γ2

, and select the lowest χ′2 solution for each point of

the (φν1 , φν2) grid, thereby reducing the number of the obtained masses to 144.
Each mass is weighted according to the next formula:

wij =
e−χ′2

ij/2

12∑
i=1

12∑
j=1

e−χ′2
ij/2

. (9)

In the next step, we build a mass distribution to deˇne the most probable
value (MPV). Masses below a threshold of 30% of the MPV bin content are
discarded, and the remaining ones are averaged to compute the preferred top-
quark mass for the event (M reco

t ).
2.3. Deˇning Malt

t such as to Be Insensitive to the Jet Energy Scale. In
order to deˇne Malt

t as a variable insensitive to JES, we should not use the values
of the jet energies. In this case, we can exploit only the following experimental
information: 4-momenta (l1 and l2) of the lepton and jet's directions. We can
specify the track direction of particle p by the following vector cp:

cp ≡ (cp
x, cp

y, cp
z), (10)

where cp
x, cp

y, and cp
z are the direction cosines of the particle momentum. Also,

to operate within a 4-vector scheme, we deˇne the following 4-vector cp:

cp ≡ (1, cp). (11)

We can interpret cp as 4-momenta of massless particle with energy 1 GeV that
has the same 
ight direction as p in the laboratory coordinate system. And, using
cp, we can write our deˇnition for Malt

t by formula

Malt
t ≡

√
〈l1, cb1〉 · 〈l2, cb2〉 + 120 GeV, (12)

where cb1 and cb2 are 4-vectors giving the directions of the two leading jets. In
formula (12), a notation like 〈l, c〉 means the scalar product of two 4-vectors l
and c. From the two possible assignments of the leptons and jets in (12), we
choose one with maximal value of 〈cl1 , cb1〉+ 〈cl2 , cb2〉 (notation 〈c1,c2〉 means
the scalar product of two three-dimensional vectors c1 and c2). This criterion
was chosen based on simulation and it gives correct assignment in about 60% of
simulated tt̄ events. For the variable Malt

t in (12), we apply an additional shift of
120 GeV, which has no impact on our analysis. It is introduced for convenience
to equalize the x-axes of the M reco

t and Malt
t variables in (1).
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Equation (12) is equivalent to the next formula:

Malt
t ≡

√
〈l1, b1〉 · 〈l2, b2〉

Eb1Eb2

+ 120 GeV, (13)

where b1 and b2 are 4-momenta of two leading jets, which are deˇned as massless
particles with energies Eb1 and Eb2 .

2.4. Optimizing the Measurement. In order to ˇnd the optimal value of
w (Eq. (1)), we scan the interval of [0, 1] with a step of 0.05. In every point
of the scan, we build the signal and background templates for M eff

t , deˇne the
likelihood function and perform pseudo-experiments (PE's). The PE's procedure
is described in the next sections of this note. We perform a check that the top
mass and its error returned from PE's are correct by examining the PE's pulls.
We deˇne the expected statistical error as the mean of the error distribution
obtained from PE's with Mtop = 172.5 GeV. We deˇne the JES systematic error
by applying the JES shifts according to the nominal procedure approved for the
JES systematic uncertainty. The obtained results are presented in Fig. 1.

It can be seen that the JES systematic error does not equal to zero at w = 0 as
we would expect. This is an effect from events entering or exiting the candidate
sample after shift in JES due to the fact that JES is involved in the event selection.
Instead of this, the JES systematics equals to zero with w ∼= 0.12. At this point,
we have a full compensation of two effects related to JES: the change in template
due to the changing variable is compensated by the change in template due to
events entering or exiting the candidate sample. These two mechanisms have
different signs and impact differently on the top mass measurement. Typically,

Fig. 1. The statistical, JES systematic and stat⊕ JES uncertainties of top-quark mass
measurement as a function of parameter w in Eq. (1)
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the ˇrst effect is bigger and is compensated partially by the second one. In the
region when we choose smaller values of the w parameter, the second effect can
compensate or even overpower the ˇrst one.

From Fig. 1, we can conclude that the minimal value of the stat⊕ JES un-
certainty corresponds to a value of w = 0.5. In the analysis, we have decided to
use a value of w = 0.7. At w = 0.7, the stat⊕ JES uncertainty has unessential
difference from minimum of about 2%, while the expected statistical uncertainty
is notably better. As a general rule, we prefer to avoid increasing of the statistical
uncertainty because it can increase also systematic uncertainties from the sources
described in Sec. 4. By selecting w = 0.7, the expected stat⊕ JES uncertainty is
reduced by 12% in comparison with the case of choosing w = 1, i. e., exploiting
only M reco

t in the mass measurement.

3. TOP-QUARK MASS DETERMINATION

3.1. Templates. The selected data sample is a mixture of signal and back-
ground events. In order to extract the top-quark mass, the M eff

t distribution (see
Eq. (1)) in data is compared with probability density functions (p.d.f.'s) for sig-
nal and background by means of a likelihood ˇt. The p.d.f.'s are deˇned as the
parametrizations of templates.

Signal templates are built from tt̄ samples generated with Pythia for top-
quark masses in the range from 160 to 185 GeV/c2 in 1 GeV/c2 steps. They
are parameterized separately for b-tagged and nontagged events in a global ˇt by
using a combination of two Landau and one Gaussian distribution functions, as

Ps(M eff
t |Mt) =

p8p7√
2πp1

e−0.5(
Meff

t −p2
p1

+ exp (−Meff
t −p2

p1
))+

+
p8(1 − p7)√

2πp3

e−0.5(
Meff

t −p4
p3

)2+

+
(1 − p8)√

2πp5

e−0.5(
Meff

t −p6
p5

+ exp (−Meff
t −p6

p5
)). (14)

The p.d.f.'s for the signal, P tag
s and P notag

s , express the probability that M eff
t is

indicated by an event with true top-quark mass Mt. The parameters p1, . . . , p8

depend on the true top-quark mass Mt. These parameters are calculated as

pk = αk + αk+8 · (Mt[GeV/c2] − 175), k = 1, . . . , 8. (15)

The parameters αk are deˇned by the signal templates ˇt.
Representative background templates are built separately for b-tagged and

nontagged events by adding diboson, fakes, and DrellÄYan templates. These
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templates have been normalized to the expected rates reported in Table 1. The
fakes template is built from W+ jets data events by weighting each event ac-
cording to the probability for a jet to be misidentiˇed as a lepton (fake rate).
DrellÄYan and diboson templates are built from simulated samples. The com-
bined background templates are ˇtted with a sum of two Landau and one Gaussian
distribution functions, as

Pb(M eff
t ) =

β8β7√
2πβ1

e−0.5(
Meff

t −β2
β1

+exp (−Meff
t −β2

β1
))+

+
β8(1 − β7)√

2πβ3

e−0.5(
Meff

t −β4
β3

)2+

+
(1 − β8)√

2πβ5

e−0.5(
Meff

t −β6
β5

+exp (−Meff
t −β6

β5
))

, (16)

where the ˇtted parameters β1 · · ·β8 are Mt-independent.
3.2. Likelihood Form. The top mass is extracted from the data sample by

performing an unbinned likelihood ˇt. We deˇne the likelihood function as a
product of independent likelihood functions obtained for b-tagged and nontagged
subsamples

�
total = � tag ·� notag. (17)

The likelihood functions, � tag and � notag, express the probability that a top-
mass distribution from data is described by a mixture of background events and
tt̄-dilepton events with an assumed top-quark mass. Inputs for the likelihood are
the values of top mass from data events, the signal and background p.d.f.'s and
the expected background. The background expectations and its errors are taken
from Table 1. The likelihoods, � tag and � notag, have the same form

� = �shape ·�backgr, (18)

where

�shape =
e−(ns+nb) · (ns + nb)N

N !
·

N∏
n=1

ns · Ps(M eff
t |Mtop) + nb · Pb(M eff

t )
ns + nb

,

(19)

�backgr = exp (
−(nb − nexp

b )2

2σ2
nexp

b

). (20)

The shape likelihood term, �shape (Eq. (19)), expresses the probability of an
event being signal with a top mass of Mtop or background. The signal (Ps) and
background (Pb) probabilities are weighted according to the number of signal (ns)
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and background (nb) events, which are 
oated in the likelihood ˇt. In the ˇtting
procedure, nb is constrained to be Gaussian-distributed with mean value nexp

b and
standard deviation σnexp

b
, as shown by Eq. (20), while (ns + nb) is the mean of

a Poisson distribution of N selected events.

We perform the likelihood ˇt using the MINUIT [11] program. The ˇt returns
an estimated top-quark mass (Mfit

t ) and estimated numbers of signal (ntag fit
s and

nnotag fit
s ) and background events (ntag fit

b and nnotag fit
b ). Mfit

t returned by the
likelihood ˇt is the mass corresponding to the minimum of the [− ln� total]
function. The positive and negative statistical uncertainties (σ+ and σ−) are the
difference between Mfit

t and the mass values at [− ln(� )]min +0.5. The positive
and negative statistical uncertainties are returned by MINOS [11]. The ˇnal result
is presented with symmetrized statistical error: σ = (σ+ + |σ−|)/2.

3.3. Bias Checks. We checked whether the ˇt with likelihood form (17) is
able to return the correct mass. Checks are performed by running a large number
of pseudo-experiments (PE's) on simulated background and signal events where
the true top-quark mass is known. Each PE consists of determining the number of
signal (NPE

s ) and background (NPE
b ) events in the sample, drawing NPE

s masses
from a signal template and NPE

b from the background template, and likelihood
ˇtting, as described in Subsec. 3.2. A top-quark mass (Mfit

t ) and its symmetrized
statistical error are returned by the ˇt. Numbers of signal and background events
are generated according to Poisson distributions with means given in Table 1.

For each input top-quark mass the median of the Mfit
t distribution is chosen

as the top-quark mass estimate (Mout
t ). The bias, deˇned as Mout

t − Mt, is
shown in Fig. 2. The error bars are determined by the limited statistics of the
signal templates. The average bias (horizontal line in the plot) is consistent with
zero. Therefore, the obtained top-quark mass Mfit

t can be considered as unbiased
estimate of the true top mass and we do not apply any additional corrections for it.

Fig. 2. Results from pseudo-experiments: the bias vs input masses
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Fig. 3. Results from pseudo-experiments: width of pull distributions vs generated top-quark
mass

In order to check the bias on the statistical error, we use pulls. Pulls are
deˇned as follows:

Mfit
t − Mt

σ
, (21)

where σ = (σ+ + |σ−|)/2. For each generated top-quark mass, pull distributions
are ˇtted by using Gaussian functions. The width of pull distributions versus
generated top-quark mass is shown in Fig. 3. Error bars account for the limited
statistics of signal templates. The average width of pull distributions can be
considered compatible with one within uncertainties. Accordingly, there is no
need to rescale the statistical uncertainty obtained from data.

4. SYSTEMATIC UNCERTAINTIES

Since our method compares ˇndings to expectations estimated from Monte
Carlo simulations, uncertainties in our models used to generate events cause
systematic uncertainties. We calculate the contribution to the systematics from
each source of uncertainty. The generic procedure for estimating a systematic
uncertainty is as follows. The parameters used for the generation of events are
modiˇed by ±1 standard deviation in their uncertainties and new templates are
built. PE's from the modiˇed templates are performed using the same p.d.f.'s
as in the analysis. The difference between the median of the top-quark mass
distribution from PE's and the nominal top-quark mass is used as the estimate of
the systematic uncertainty.

The largest contribution comes from the uncertainty in the jet energy measure-
ment, which includes uncertainties due to the following effects: non-uniformity
in calorimeter response as a function of |η|, multiple pp̄ collisions, hadronic jet
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energy scale, underlying events, and out-of-cone energy lost in the clustering
procedure.

Difference between data and MC luminosity proˇle is accounted by rescaling
the top mass dependence on the number of interactions in the event by the
difference in the number of interactions between data and MC.

The initial and ˇnal state radiation (IFSR) uncertainties are estimated using
the Pythia Monte Carlo samples, in which the QCD parameters for parton shower
evolution in the initial and ˇnal states are varied simultaneously. The amount of
variation is based on the CDF studies of DrellÄYan data.

The uncertainty in reconstructing the top-quark mass due to the use of a
particular parton distribution function (PDF) comes from three sources: PDF
parametrization, PDF choice, and QCD scale (ΛQCD).

The effect of the choice of a particular Monte Carlo generator is studied
by comparing our default Pythia generator to Herwig. Also, we estimate the
systematics due to the NLO effects by the comparison of the Pythia and Powheg
generators.

In order to estimate the systematic uncertainty for the background compo-
sition, expected rates for fake, diboson, and DrellÄYan events are alternatively
varied by ±1 standard deviation without changing the total number of expected
background events. We also studied the effect from changing the shape of the
main background contributors: DrellÄYan and ®fakes¯.

The uncertainty for the b-jet scale due to the heavy-quark fragmentation,
semileptonic b-jet branching ratio, and b-jet calorimeter response is also taken
into account. The effect of the fragmentation model on the top-quark mass is
evaluated by reweighting events according to two different fragmentation models,
while effects of the uncertainties on the semileptonic b-jet branching ratio (BR)
and b-jet energy calorimeter response are estimated by shifting the BR and the
b-jet energy scale.

The effect on the top mass from the uncertainty on lepton energy scale is
studied by applying ±1% shifts to the PT lepton.

The effect of color reconnection (CR) on our result is studied using the Pythia
6.4 MC generator, which includes CR effects.

Since Pythia is a leading-order MC generator, the number of tt̄ events from
gluon fusion in Pythia samples is approximately 6%. In case of the NLO frame-
work, the gluon fusion fraction is expected to be (15 ± 5)%. We take into account
the uncertainty in top mass due to this effect.

Also, the effect on the top mass from the uncertainty in b-tagging modeling
is studied.

The source of each systematic uncertainty is assumed to be uncorrelated
to the other ones, so that the overall systematic error is obtained by adding in
quadrature the individual uncertainties. The systematic uncertainties along with
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Table 2. Summary of systematic uncertainties on the top-quark mass measurement

CDF Run II Preliminary (9.1 fb−1)

Mtop Measurement in the tt̄-Dilepton Final State

Source Uncertainty, GeV/c2

Jet energy scale 2.42
NLO effects 0.64

Monte Carlo generators 0.49
Lepton energy scale 0.36
b-jet energy scale 0.34

Initial and ˇnal state radiation 0.33
Background modeling 0.33

Luminosity proˇle (pileup) 0.30
Color reconnection 0.24

gg fraction 0.24
Parton distribution functions 0.21

MC statistics 0.19
b-tagging 0.05

Total systematic 2.69
Statistical 1.83

Total 3.25

the total uncertainty are summarized in Table 2. The total systematic uncertainty
is estimated as 2.69 GeV/c2.

5. RESULTS

The background-constrained likelihood ˇt described in Sec. 3 is performed
on the dilepton data sample and returns Mtop = (170.80 ± 1.83) GeV/c2. The

Fig. 4. Likelihood ˇt to the dilepton data sample. Background (purple solid) and
signal+ background (cyan solid) p.d.f.'s, normalized according to the numbers returned
by the ˇtter, are superimposed on the top mass distribution from data (histogram). Plots a
and b are for b-tagged and nontagged subsamples, respectively
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experimental top mass distributions for b-tagged and nontagged subsamples are
shown in Fig. 4. The ˇtted mass-dependent negative log-likelihood function from
the likelihood ˇt to the dilepton data sample is presented in Fig. 5. Also, the
post-ˇt plots for our initial variables (M reco

t and Malt
t ) are presented in Figs. 6

and 7.

Fig. 5. The ˇtted mass-dependent negative log-likelihood function from the likelihood ˇt
to the dilepton data sample

Fig. 6. Background (purple solid) and signal+background (cyan solid) templates for re-
constructed top-quark mass, normalized according to the numbers returned by the ˇtter,
are superimposed on the reconstructed mass distribution from data (histogram). Plots a
and b are for b-tagged and nontagged subsamples, respectively. The value of 171 GeV/c2

is assumed for the top-quark mass (close to the central value of the data ˇt)

15



Fig. 7. Background (purple solid) and signal+background (cyan solid) templates for Malt
t

variable, normalized according to the numbers returned by the ˇtter, are superimposed
on the Malt

t variable distribution from data (histogram). Plots a and b are for b-tagged
and nontagged subsamples, respectively. The value of 171 GeV/c2 is assumed for the
top-quark mass (close to the central value of the data ˇt)

Fig. 8. Symmetrized statistical errors from pseudo-experiments generated with a top-quark
mass of 171 GeV/c2. The arrow indicates the error found in measurement

In order to check that the measured statistical error is reasonable, a set of PE's
is performed on simulated background and signal events with Mt = 171 GeV/c2

(close to the central value of the constrained ˇt). The obtained symmetrized
error distribution along with the observed value (represented by the arrow) are
shown in Fig. 8. We estimate that the probability for obtaining a precision better
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than that found in this experiment (p-value) is 68%. This value is obtained by
comparing the measured statistical uncertainty with that expected from PE's.

CONCLUSION

Using the full CDF data set we measure on a dilepton sample a top-quark
mass of

Mtop = (170.80± 1.83 (stat.) ± 2.69 (syst.)) GeV/c2

or
Mtop = (170.80± 3.25) GeV/c2.

(22)

This result is compatible with the Tevatron average top-quark mass (Mtop =
(173.20 ± 0.87) GeV/c2 [12]), obtained by combining the main CDF and D�
Run I and Run II results. Compared with the last CDF result in this channel
(Mtop = (170.3 ± 3.7) GeV/c2 [4]) an improvement of about 12% in the total
error has been achieved.
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