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Spallation Experiment on Thick Lead Target: Analysis of Experimental
Data with Monte Carlo Codes

The Monte Carlo codes MCNPX and FLUKA were used to analyze the experi-
ment realized at the Laboratory of Nuclear Problems of the Joint Institute for Nuclear
Research (Dubna) in December 2003. A 660 MeV proton beam was directed to a
thick lead target producing spallation neutrons, which were probed at different places
around the target with small activation detectors. The codes were used to study the
systematic uncertainties and to predict the experimental results. Several spallation
models included in MCNPX and FLUKA were checked against each other and the
experiment. Both codes described successfully most of the experimental results.

The investigation has been performed at the Dzhelepov Laboratory of Nuclear
Problems, JINR.
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INTRODUCTION

A high power accelerator of middle energy (few 100 MeV) coupled with
a spallation target offers an alternative method of producing neutrons, useful in
research or for energy production and nuclear waste transmutation in accelera-
tor driven systems (ADS). The theoretical descriptions of processes in the target
exist for many decades, however, extensive experimental tests are showing that
our knowledge of them is not complete. Numerous spallation experiments were
performed so far and checked against the calculations based on theoretical mod-
els. Most of such experiments are focused either on the number of produced
neutrons per one proton (the spallation target is enveloped with the moderator
and the 
uence of thermal neutrons outside the moderator is measured) [1], or on
angular and energy distributions of spallation neutrons (a thin spallation source
is surrounded with neutron detectors at different angles) [2]. There is no experi-
mental data about the energy spectrum of produced neutrons in the ˇrst case. In
the second case, only spallation is studied without any subsequent processes.

Monte Carlo codes such as MCNPX [3] and FLUKA [4] are quite successful
in the prediction of the results of such experiments Å the differences between
the predictions and the experiments are usually less than 50%. Moreover, vari-
ous spallation models included in codes agree with the experiments on the total
number of produced neutrons within only few percents, differences arise with the
predictions of the spectra of neutrons with energies higher than 10 MeV, which
represent around one tenth of all produced neutrons.

The codes have the key role at the estimation of the systematic uncertainties of
such experiments. The experimental parameters are always controlled with ˇnite
accuracy, and by changing the parameters within these limits in simulations, their
impact on the results can be studied.

It is expected that the codes would describe more complicated setups less ac-
curately than simple experiments Å the measured quantities are the averages from
multiple processes (spallations, transport) and the inaccuracies of the description
of single processes are summed. However, many experiments with simpliˇed
ADS setups performed so far at the Joint Institute for Nuclear Research (Dubna)
were used to check various simulation codes [5], and the disagreements are in
general within 50%.
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The data from one of the latest JINR experiments are presented in this paper.
At the experiment, relativistic protons were directed to a thick lead target and
produced neutrons were probed with activation detectors. Neutron spectrum was
not modiˇed with moderators and the results from activation detectors, used for
their small size and the capability to probe the neutron spectrum in the energy
range 10Ä100 MeV, are very useful for the valuation of different spallation models
exactly in the energy range of large disagreements between them.

1. THE EXPERIMENTAL SETUP AND RESULTS

1.1. Experimental Setup. The setup consisted of a cylindrical lead target
with the radius of 4.8 cm and length of 45.2 cm, placed at the end of the concrete
corridor with length of 20 m, height and width of 2 m and 2 m thick walls (Fig. 1).
The target was separated in two cylindrical parts (with lengths of 12.3 cm and
32.9 cm) and 0.7 cm air gap between them. Both parts were made of smaller
segments (in cm: 4.7; 3.8; 3.8; gap 0.7; 3.3; 4.6; 4.3; 4.2; 3.9; 4.8; 3.8; 4).

Fig. 1. The layout of the Phasotron experimental setup. Longitudinal (left) and transverse
(right) cross sections

Activation detectors, made of Al, Au, and Bi thin foils (dimensions 2 cm ×
2 cm × 0.05 mm for Al and Au foils and 2.5 cm × 2.5 cm × 1 mm for Bi foils)
were placed on top of the setup along its whole length. Au and Al detectors were
placed every 2 cm from the beginning of the target and Bi detectors were placed
on the 1st, 9th, 21st, 31st, and 43rd cm. Five sets of Al and Au activation detectors
were placed in the gap, one detector set on the target central axis and four sets
around it, forming a cross with ca. 3.5 mm space between the foils, as seen in
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Fig. 2, a∗. In front of the target were placed detectors for the measurement of the
beam integral made of bigger Al and Cu foils (8 cm × 8 cm × 0.1 mm).

High energy neutrons produced during the irradiation were at the same time
used for the studies of transmutation of radioactive isotope iodine 129I. Four
iodine samples were placed on top of the setup, two samples at 9th cm and other
two samples at 21st cm. Each pair of the samples contained a sample with natural
iodine (127I) and another with iodine from the nuclear waste (mixture of 17%
127I and 83% 129I) in the form of NaI. 127I samples were in the form of solid
cylindrical tablets (r = 1.05 cm, h = 0.3 cm), and 129I samples were prepared
from NaI powder packed in Al shielding [6]∗∗.

Fig. 2. The placement of the ˇve sets of Al and Au detectors in the gap (a) and production
rates (b) for 24Na in Al foils and 191,194,196Au in Au foils (statistical errors are not seen
at this scale)

After 10 minutes of irradiation with the proton beam of approximate intensity
(1013 protons/s), the detectors and samples were collected from the setup. Their
gamma spectra were measured with HPGe spectrometers. The detectors were
measured twice, soon after the irradiation for a short time, and after the decay
of short living isotopes for a longer time. The iodine samples were measured
≈10 times. Gamma spectra of radioisotopes with decay times from few minutes
up to some days were registered. The spectra were analyzed using the standard
method (described in [7]) and the amount of activated/transmuted material in the
detectors was determined. The quantity introduced as the production rate B(A) Å

∗Shortly before the experiment, these foils were manipulated and it is possible that they were
not centered after that.

∗∗The aluminum shielding was remodeled for this experiment to provide reasonable safety at
the minimum of Al used.
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the mass of activated isotope A per one incident proton and per 1 g of detector
material Å is used to present the results.

1.2. Experimental Data Å Beam Parameters. During the irradiation, the
beam was monitored with the wire chamber placed at the end of the beam tube.
The wire chamber showed that after ten minutes of constant irradiation, the beam
centered to the central target axis, with the intensity of ca. 1013 protons/s and
with horizontal and vertical diameters of 1.6Ä1.9 cm was produced.

Independently, the beam integral was measured with the activation detectors,
big Al and Cu foils, placed in front of the target. Their analysis showed that
isotopes 24Na (not used for the determination of the beam integral, part of it is
produced by neutrons) and 7Be are found in Al foil and 7Be, 24Na, 42K, 43K,
44Sc, 44mSc, 46Sc, 47Sc, 48Sc, 48V, 51Cr, 52Fe, 52Mn, 54Mn, 55Co, 56Co, 57Co,
58Co, 57Ni in natCu foil. From the production rates and the cross sections for this
isotopes (taken from EXFOR [8] and extrapolated to 660 MeV if necessary) the
number of protons was calculated. Mean weighted average value of the integral
proton 
ux was determined to be 1.58·1015 protons with the accuracy of 6%.

The beam diameter and displacement from the central axis were measured
with the cross of ˇve sets of Al and Au detector sets placed in the gap between
the target sections. The production rates are shown in Fig. 2, b. Comparing the
rates in different foils, one can conclude that the beam had the elliptical shape
(the ratio between the horizontal and vertical axis was 0.6:1) and that the center
of the beam was somewhere between the central and the top foils. Shortly before
the experiment the cross with the detectors was manipulated and it is possible
that it was displaced from the target center.

1.3. Experimental Data Å Longitudinal Neutron Field. In the detectors
used for the measurement of longitudinal distribution of high energy neutrons
were found the following isotopes: in Al detectors 24Na, in Au detectors 189AuÄ
196Au, 198Au and in Bi detectors 201BiÄ206Bi. The production rates against
the position along the target are plotted in Fig. 3, a, b, c for all three types of
detector foils. The error bars are only statistical uncertainties of the gamma peak
approximation with Gaussian curve.

The graphs show the speciˇc shape: the maximum at around the 8th cm, and
the point near the 30th cm, where the neutron ˇeld starts to decrease faster. The
second point coincides with the range of 660 MeV protons in lead Å protons
with such energy are stopped due to ionization losses after 31 cm of lead material
according to calculation (Fig. 3, d) [9]. After ca. 30 cm of the lead, there is no
more spallation by primary particles, what is seen as a fast decrease of production
rates after this point. The graph for 198Au, which is produced through (n, γ)
reaction channel by low-energy neutrons shows constant production along the
target. The neutrons from the target were moderated and partly re
ected back by
concrete walls, resulting in almost homogeneous low-energy neutron ˇeld around
the target, which is seen as a 
at distribution of production rates of 198Au.
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Fig. 3. B-values for 24Na in Al foils (a) and different isotopes in Au (b) and Bi (c) foils
along the target (errors at the graphs are only statistical errors). In (d) is shown the proton
range in lead depending on the energy [9]

1.4. Experimental Data Å Transmutation of Iodine. The main interest in
the experiment was to measure the production rates of higher order reactions in
iodine Å (n, 5n), (n, 6n),... reactions. Actually, the yields of produced isotopes
up to 118I Å (n, 10n) Å were determined with the accuracy of 10%, and the
products decayed from iodine isotopes up to 116I Å (n, 12n) Å were detected.
The yields of produced isotopes for 129I were calculated with the substraction of
127I contribution in the samples with the mixture of radioactive and stable iodine.

The graphs in Fig. 4 show the production rates of measured iodine isotopes
at the 9th cm and the 21st cm for 127I and 129I. The production rates lie in the
range between 10−8 g−1proton−1 and 10−5 g−1proton−1.
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Fig. 4. B-values for different isotopes in 127I and 129I. Samples were placed at the 9th (a)
and 21st cm (b)

2. SIMULATIONS Å SYSTEMATIC UNCERTAINTIES
OF EXPERIMENTAL RESULTS

The experimental setup was simulated using the MCNPX v2.6.0f code pack-
age [10] and the FLUKA [4] code. In the simulations, the target was approximated
with the lead cylinder with its real dimensions and the concrete with 2 m thick
walls. The beam tube, the beam stopper and the table on which the setup was
placed were approximated with an evacuated iron tube (r = 10 cm, d = 0.5 cm,
ends 30 cm before the target), full iron tube (r = 10 cm, starts 55 cm after the
target) and iron plate (1 cm thick, 1 m × 0.5 m), respectively. The detectors
were approximated with thin foils with realistic dimensions and the samples were
approximated with realistic thin cylinders (enveloped in aluminum shielding Å
129I samples).

In the simulations with the MCNPX code package two cascade models
(CEM03 [11], INCL4/ABLA [12, 13]) and LA150 [14] libraries were used. In
FLUKA, the preequilibrium-cascade model PEANUT [15] and FLUKA's own
cross section libraries (for materials used at this experiments imported from
ENDF/B-VI) were used.

Neutron and proton 
uences in the detectors and iodine samples binned in
1 MeV energy intervals (1Ä150 MeV, 50 MeV bins above 150 MeV) were calcu-
lated. These 
uences were convoluted with the (n, xn) cross sections calculated
with the TALYS-1.0 [16] code (and MCNPX code using CEM03 model for
energies higher than 150 MeV) in order to obtain the production rates B(A).

2.1. The In�uence of the Setup Parts and Experimental Uncertainties to
the Results. At the ˇrst step, the MCNPX (CEM03 cascade model) simulation
was done with the thin central beam and the obtained results were compared

6



to the experimental measured values. Most experimental values were described
well, with the two points mentioned in Subsec. 1.3 (maximum at 10th cm and
faster decrease of production rates after 30th cm) at the right places, and with
the differences between experimental and simulated production rates which were
within 30%.

At the next step, a set of MCNPX simulations with changed setup parameters
was performed in order to study the in
uence of the setup parts such as con-
crete walls and iron componets on the experimental results, and to estimate the
systematic uncertainty of the experimental results (mainly becasue of the beam
parameters).

2.1.1. Concrete walls and iron parts. Concrete walls moderate neutrons
coming from the target and re
ect part of moderated neutrons back to the setup
place, thus they produce an almost homogeneous ˇeld of low-energy neutrons

Fig. 5. The neutron spectra along the target length calculated with MCNPX CEM03. The
left upper ˇgure shows the case without the concrete and the right upper ˇgure shows the
case, where concrete walls moderated fast neutrons and re
ected part of them back to the
setup creating almost homogeneous low energy neutron background. On the lower ˇgures
are plotted the ratios between the calculated spectra for the setup without and with concrete
walls. On the left are the ratios for the whole energy spectrum along the target, and on the
right are shown the ratios between spectra at energies 0.1Ä660 MeV at positions 10 and
30 cm from the beginning of the target. Concrete walls have no in
uence on the neutron
spectra in the energy range 1Ä660 MeV
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around the target. Calculated neutron spectra along the target for the case with
the walls included and for the case without walls are seen in Fig. 5 together with
the ratios between them. It is important to stress that the high energy part of the
produced neutron spectrum is not changed due to the walls (the ratio between
the spectra is 1 within the error bars), there is no physical mechanism how high-
energy neutrons could be re
ected back to the setup. The same conclusion applies
also to protons. Calculations of production rates of threshold reactions for the
setup with and without walls conˇrmed that the results do not differ outside the
statistical uncertainties which were 2%. One can conclude that the walls have
no in
uence on high energy neutron ˇeld (and on production rates in threshold
detectors). However, they change signiˇcantly the neutron ˇeld for neutrons with
energies < 100 keV, neutrons scattered from the wall contribute from 20Ä90%
to the production rates of 198Au (at the beginning and at the end of the target,
respectively), as is seen in Fig. 6.

Fig. 6. The ratios of the production rates of 198Au, 196Au and 189Au along the target
calculated with MCNPX for the cases with and without concrete walls. 198Au is produced
from 20Ä90% by the moderated neutrons from the concrete walls, but 196−189Au are
produced only by neutrons from the target, concrete walls have no in
uence on their
production rates

In the iron parts of the setup, a mechanism that could change the high energy
neutron ˇeld exists. Heavy Fe nuclei can scatter neutrons, and additionally, in
spallations or (n, xn) reactions in iron, more neutrons can be produced. Calcu-
lations were performed to estimate the importance of these effects. A simulation
was performed with the iron parts approximated as described in the introduction
of Sec. 2, and another one Å where iron parts were replaced with air. It was
found out that iron parts have negligible in
uence on threshold and (n, γ) reac-
tions. With the iron parts included, the reaction rates after 30th cm are 5% lower
than without iron (statistical uncertainties are 5%).
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2.1.2. Beam parameters. Several simulations with miscentered beams and
different beam proˇles were compared. The beam was at ˇrst approximated with
a point beam, directed to the center of the target. In the following ˇve simulations,
the beam was displaced every time for 0.3 cm upwards. This direction should
have the biggest in
uence on the results Å it is the direction towards the detectors
placed on top of the target. In the detectors on top of the setup and iodine samples
the increase in production rates for nonthreshold reaction (n, γ) was 10% for each
displacement. For the threshold reactions, the increase at every displacement was
10 and 15% for (n, 2n) and (n, 10n) reactions, respectively. The differences are
signiˇcant only up to the 30th cm, with the range of the proton beam.

Then another direction of the displacement was chosen, the beam was dis-
placed to the left. It was found out, that displacement to the left has much lower
in
uence on the results: the displacement of the beam for 1.5 cm lowered the
production rates (threshold and nonthreshold reactions) for less than 10%.

Finally, the calculations with the beam approximated with the Gaussian proˇle
with FWHM = 2 cm and FWHM = 4 cm were compared to the ˇrst simulation
with the point beam. The reaction rates increased with the width of the beam. For
the beam with FWHM = 4 cm, the icrease is 15 and 40% for (n, 2n) and (n, 10n)
reactions, respectively. The changes are signiˇcant only in the detectors at the
beginning of the target, after the 10th cm, the changes are much smaller. For
the beam with the FWHM = 2 cm (the experimental beam had smaller FWHM
than 2 cm), no changes were observed from the point beam. The beams with the
cylindrical shape behave similarly as those with the Gaussian proˇle.

As the proˇle and horizontal displacements of the beam do not in
uence the
experimental results signiˇcantly, the only source of systematic uncertainty is the
beam displacement on the vertical axis. The accuracy of the beam position was
3Ä4 mm that brings 15% systematic uncertainty in the experimental results of the
top detectors and iodine samples.

2.1.3. Detectors and samples displacement. The calculation with the detectors
displaced to the left for 0.3 cm was performed. The reaction rates did not differ
from the reaction rates for not displaced detectors within the limits of statistical
uncertainties (5%). The displacement of the detectors upwards for 2 mm produces
for ca. 5% lower reaction rates in detectors at the beginning of the target, the
difference decreases to 0 around the 20th cm.

Another calculation with the detectors displaced for 0.3 cm along the target
showed that in the detectors placed far from the 30th cm, the reaction rates are
not sensible to such a displacement. For the isotopes produced through (n, xn)
and (p, (x− 1)np) reactions with x > 4, there is another peak in production rates
around the 30th cm, see Fig. 7. It is caused by primary protons, which are deviated
from their initial direction by Coulomb interactions and reach the target surface
around this point. They contribute up to 50% to the production of isotopes from
higher (n, xn) reaction. The peak maximum moves to the neighbor detector if
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detectors are displaced along the target for 0.3 cm. This is also observed if the
target is simulated with extra 0.5 mm air gaps inserted between the segments.
The production rates in the peak change for 50% when detectors are displaced
along the target or the target is extended with gaps between segments comparing
with the normal setup.

Apart from the foils near the 30th cm, the detectors are not sensible to small
displacements along the target. The detectors and target positions are known with
the accuracy ca. 1 mm, the systematic uncertainty is below 5%.

Similar calculations were performed for iodine samples. The accuracy of
placement of these samples was not so good and 0.5 cm displacement along the
target or in the upward direction is possible. The systematic uncertainty of the
experimental results in the iodine samples was calculated to be 30%.

2.1.4. Proton and pion induced reactions. Part of the radioactive material
in the detectors is produced by protons and pions (only in threshold reactions).
The calculations showed that the production of radioisotopes in reactions with

Fig. 7. The production rates for 197Au(n, 7n)191Au and 197Au(p, 6np)191Au reactions
(and their sum) along the target calculated with MCNPX. Around the 30th cm, the protons
contribute 50% to the total production rate. Scale on Y axis is linear, so that the second
peak is better seen. Statistical errors (ca. 15%) are not shown on the graph

pions is at least three orders of magnitude lower than the production in reactions
with neutrons and thus negligible. Protons in
uence mainly the production rates
of (n, xn) reactions with higher x, and their in
uence is the biggest around the
30th cm of the target (the point of rapid decrease of the neutron ˇeld). At that
point their contribution to the total production rate was 10% for (n, 2n), 40% for
(n, 6n), and 50% for (n, 9n) reactions, see Fig. 7.
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3. SIMULATIONS Å COMPARISON OF CODE PREDICTIONS
WITH EXPERIMENTAL RESULTS

3.1. Determination of the Beam Parameters by Simulations. The exact
conclusions about the beam shape and position were not possible from the exper-
imental data. Few MCNPX simulations (CEM03 cascade model) with different
beams were performed to ˇnd the approximation of the beam, that would pro-
duce the reaction rates in the monitor foils and in the top foils close to the
experimental ones.

The beam data from the cross of monitor foils suggested that the beam was
displaced upwards, so that the center is somewhere between the central and the
top foil, and that the beam FWHM is 0.7 and 0.8 cm in the X and Y direction.
Such a beam describes the reaction rates in the monitors well, but predicts 1.6
times higher values in the top detectors (Fig. 8).

Fig. 8. a) Ratios between experimental and simulated B-values in beam monitor foils
placed in the gap. The beam in this simulation was approximated with the Gaussian
proˇle with FWHM in the X and Y direction of 0.7 and 0.8 cm and displaced for 1.1
cm upwards and 0.1 cm to the right. b) Ratios between experimental and simulated B-
values in Au and Al detectors placed along the target. INCL4/ABLA models were used to
simulate B-values

Obviously, the beam was not displaced upwards (also the data from the wire
chamber show that the beam was centered to the target axis). The simulation
with the centered beam (FWHM in the X and Y direction were 0.7 and 0.8 cm)
predicts the values in the top detectors well. It predicts well also the values in the
cross of the monitor detectors, assuming that the cross was displaced downwards
for 0.5Ä1 cm.

The conclusion about the exact beam position could not be made, because
the data from the wire chamber and from the cross of monitor detectors do not
agree. From the simulations and the experimental data we assume that the beam
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was centered, but its position uncertainty is ca. 3 mm. The simulations from this
section concerning the beam parameters showed that the systematic uncertainty
of the experimental results on the top of the target is therefore 15%.

3.2. Simulations of Neutron Fluences in Detectors on Top of the Setup.
3.2.1. Simulations with CEM03 cascade model. The complete setup was

then simulated with the beam parameters which were determined above. The
calculations were successful in describing the spatial distributions and the absolute
values of production rates along the target.

Fig. 9. Ratios between experimental and simulated B-values in Au, Al (a), and Bi (b) de-
tectors placed along the target. CEM03 cascade/evaporation was used to simulate B-values

The distribution of low-energy neutrons along the target which was calculated
predicts an almost homogeneous distribution (as the experiment), but experimental
values for 198Au are ca. 1.5 higher than calculated production rates. However, the
experiment was not focused on low-energy neutrons, the structure details about
concrete walls were not known accurately, and this underestimation is explained
with the material and geometry uncertainties of concrete walls which in
uence
low-energy neutrons signiˇcantly, see Fig. 6.
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The calculated production rates of threshold reactions (high-energy neutrons)
describe the experiment well: there is a maximum at around 8th cm, and near the
30th cm the values start to decrease faster. The absolute values are described well
except for some isotopes (191Au, 202Bi), see Fig. 9.

A sharp peak for some isotopes (191−192Au, 202−205Bi) in experimental/calcu-
lation ratios around the 30st cm is also visible in the graph. This is the point,
where the protons exit the target material and produce radioactive isotopes in
the detectors and the peak can be explained with the systematic uncertainties
of the experimental data (see Subsec. 3.1). The results around this point are
very sensitive to two parameters of the setup that could not be controlled enough
precisely: the displacement of the detectors along the target (uncertainty 1Ä2 mm)
and small gaps between the target segments (1 mm). The additional simulation
with extra 1 mm gaps between the target segments showed that the peak is reduced
while the other ratios stay unchanged.

3.2.2. Simulations with INCL4/ABLA cascade model and FLUKA code. Simu-
lations were repeated using the INCL4/ABLA model from MCNPX code package.

Fig. 10. Ratios between experimental and simulated B-values in Au and Al detectors (a),
and in Bi detectors (b). INCL4/ABLA models were used to simulate B-values

13



The comparison between the experimental and calculated values in the beam mon-
itor and detectors on top of the setup are shown in Fig. 10. INCL4/ABLA predicts
similar results as CEM03, with some ratios closer to 1 and with a bit decreased
peak around the 30th cm. It is worth noting that both simulations predict similar
ratios for isotopes 196Au and 24Na, but disagree in the ratios of isotopes with
higher thresholds (191−192Au, Bi).

Using the same setup approximations as for the MCNPX simulations the
neutron and proton 
uences were calculated with the FLUKA 2006.3b code. The
numbers of neutrons/protons were convoluted with the same cross sections as for
MCNPX simulations.

In Fig. 11 it is seen that the ratios for different isotopes in FLUKA calcula-
tion are closer to 1 than in MCNPX calculations and also that the peak around
the 30th cm is reduced. Only in the detectors at the beginning of the target,
experimental values are signiˇcantly higher than FLUKA prediction.

Fig. 11. Ratios between experimental and simulated B-values in Au and Al detectors (a),
and in Bi detectors (b). FLUKA 2006.3b code was used to simulate B-values
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3.2.3. Comparison between codes/models. The neutron and proton spectra
in the detector foils on top of the setup were calculated with MCNPX models
CEM03 and INCL4/ABLA and with the FLUKA code and were compared with
each other. In Fig. 12 are compared the neutron spectra in the detector foil at the
9th cm. The biggest disagreement between spectra is in the energy region below 3

Fig. 12. The neutron (a) and proton (b) spectra in the detector foil on the 9th cm calculated
with the MCNPX CEM03, MCNPX INCL4/ABLA and the FLUKA code, and the ratios
between the calculated neutron spectra (c). In (d) are the cumulative reaction rates (in
relative units, normalized to 1) calculated with MCNPX CEM03. It can be seen that
24Na, 194Au, 192Au and 201Bi are produced mainly with 10, 30, 60 and 90 MeV neutrons,
respectively

and above 30 MeV and is up to 50%. This disagreement is observed in different
predictions of high threshold reaction rates by different codes (e.g., 191Au in
Figs. 9, 10, 11). The neutrons with energies above 30 MeV present less than 10%
of all produced neutrons. Concerning the total number of produced neutrons per
one incident proton, the codes are in good agreement. The FLUKA code and
MCNPX INCL4/ABLA predict values of 11.8 and 11.7 produced neutrons per
one primary proton and MCNPX CEM03 predicts slightly higher value of 12.6
produced neutrons per one primary proton.
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3.3. Simulations of Neutron Fluences in Iodine Samples. The neutron and
proton 
uences in iodine samples were calculated with the MCNPX code package
using the INCL4/ABLA models. The 
uences were convoluted with cross sections
which were also calculated with TALYS/MCNPX. In Fig. 13 are shown the ratios

Fig. 13. Ratios between experimental and simulated B-values for different isotopes in 127I
and 129I. Samples were placed at 9th (a) and 21st cm (b). INCL4/ABLA was used to
simulate B-values

between the experimental and simulated production rates in iodine samples. In
a rude approximation, one can see that MCNPX overpredicts the production
rates. It must also be noted that the systematical uncertainties of the experimental
data in the samples was close to 50% because of the samples and beam position
uncertainty. The simulations with other models and with the FLUKA code predict
similar results.

CONCLUSION

The Phasotron experiment with a thick bare lead target provided a large
set of experimental data (see Tables 1, 2, 3), useful for the benchmark of the
Monte Carlo codes. Neutrons, produced at the irradiation of the target with
relativistic protons, were probed with many small activation detectors, which
provided information about high- and low-energy neutrons. The focus of the
experiment was on the production of neutrons with energies higher than 10 MeV
(representing one tenth of all produced neutrons), the energy region where the
predictions of the various Monte Carlo codes are not yet accurate. The parameters
of the setup were not appropriate for the measurements of the low energy part of
the produced neutron spectrum and the results concerning low-energy neutrons
are useless for benchmark tests.

The simulation procedure was based on convolution of the calculated neutron
and proton spectra with the pre-computed cross sections (TALYS code). With
the comparison of the simulation results (setups with changed parameters were
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Table 1. Experimental reaction rates in Au foils along the target. X (cm) is the distance
of the foil center from the beginning of the target. Reaction rates B(A) are multiplied
with 108

X, cm 198Au 196Au 194Au 193Au 192Au 191Au
1 1385 ± 5 483.3 ± 2.8 120.5 ± 2.2 53.9 ± 1.0 51.4 ± 0.6 24.7 ± 0.7
3 1432 ± 8 540 ± 3 149 ± 3 66.6 ± 1.1 72.2 ± 0.9 34.5 ± 0.8
5 1476 ± 10 547 ± 5 158 ± 3 79.5 ± 1.2 80.4 ± 1.1 37.0 ± 1.1
7 1447 ± 15 515 ± 8 161 ± 4 90.4 ± 1.3 88.4 ± 1.1 39.6 ± 1.3
9 1543 ± 6 490.9 ± 2.1 156 ± 2.6 78.0 ± 1.0 83.4 ± 2.0 43.2 ± 1.4
11 1435 ± 16 444 ± 7 145 ± 4 86.3 ± 1.5 82.6 ± 0.9 39.1 ± 1.0
13 1367 ± 9 413 ± 3 131.6 ± 2.8 72.5 ± 1.1 76.9 ± 0.9 39.1 ± 1.2
15 1304 ± 13 370 ± 3 128 ± 4 80.4 ± 1.4 71.4 ± 0.6 45.2 ± 1.3
17 1290 ± 9 338.7 ± 1.9 116 ± 3 65.9 ± 1.1 79.6 ± 1.4 32.0 ± 1.1
19 1314 ± 9 300 ± 4 105.9 ± 2.8 70.0 ± 1.3 66.9 ± 0.6 37.4 ± 1.3
21 1278 ± 7 265.4 ± 1.6 98.8 ± 1.9 57.2 ± 0.9 78.2 ± 0.7 30.4 ± 0.8
23 1203 ± 12 224.4 ± 3 84 ± 3 55.4 ± 1.1 67.9 ± 1.8 46.1 ± 1.4
25 1114 ± 7 191.1 ± 1.7 78 ± 2.2 59.6 ± 1.1 55.6 ± 1.2 34.0 ± 0.8
27 1035 ± 8 163.1 ± 1.8 74 ± 2.6 66.6 ± 1.5 79.5 ± 0.7 40.8 ± 1.9
29 1010 ± 10 133.6 ± 0.9 68.6 ± 2 60.9 ± 1.3 99.2 ± 1.1 51.4 ± 1.3
31 996 ± 11 99.9 ± 1.2 47 ± 2.3 50.6 ± 0.8 64.9 ± 0.7 38.8 ± 1.3
33 990 ± 10 60.1 ± 0.4 27 ± 1.1 23.2 ± 0.4 36.4 ± 0.4 15.6 ± 0.4
35 1007 ± 6 40.1 ± 0.4 18.9 ± 1.1 14.1 ± 0.4 15.78 ± 0.23 10.7 ± 0.6
37 1011 ± 5 26.1 ± 0.3 13.5 ± 0.7 7.6 ± 0.4 9.15 ± 0.13 5.4 ± 0.3
39 1030 ± 4 20.0 ± 0.4 11.4 ± 1.6 8.5 ± 0.6 7.98 ± 0.19 4.5 ± 0.6
41 1051 ± 3 16.3 ± 0.4 9 ± 0.7 5.3 ± 0.4 5.3 ± 0.3 3.6 ± 0.6
43 1119 ± 3 13.9 ± 0.5 8.8 ± 0.8 5.3 ± 0.4 4.90 ± 0.16 2.5 ± 0.4
45 1039.8 ± 2.9 11.5 ± 0.4 6.6 ± 0.6 4.1 ± 0.3 4.32 ± 0.14 1.9 ± 0.5

simulated using MCNPX) it was found out that the systematic experimental er-
rors are 15%, with the exception of few particular detectors (detectors around
the 30th cm). The biggest systematic uncertainty arises with the uncertainties
in the beam position, which should threfore be controlled with most attention.
Unfortunately, the additional monitor detectors in this experiment were obviously
misplaced, what caused the mentioned systematic uncertainty. However, reliable
data on high energy neutron and proton production and transport were obtained.
The results concerning the transmutation properties of 129I in high-energy neutron
ˇeld are less accurate, because of geometrical and material uncertainties of the
samples.

The benchmark tests with several cascade/evaporation models included in
the MCNPX code package and with the FLUKA code showed consistent results.
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Table 2. Experimental reaction rates in Al and Bi foils along the target. X (cm) is the
distance of the foil center from the beginning of the target. Reaction rates B(A) are
multiplied with 108

X, cm 24Na 206Bi 205Bi 204Bi 203Bi 202Bi 201Bi
1 246.5 ± 1.2 111.7 ± 0.3 78.4 ± 0.8 46.77 ± 0.18 32.5 ± 0.3 20.17 ± 0.21 10.6 ± 0.4
3 289.2 ± 1.2
5 293.6 ± 1.5
7 295.1 ± 1.3
9 269.3 ± 1.5 138.3 ± 0.7 109.4 ± 1.3 71.1 ± 0.3 52.2 ± 0.5 37.2 ± 0.4 20 ± 0.5
11 255.1 ± 1.1
13 232.3 ± 1.2
15 211.4 ± 0.8
17 186 ± 1.0
19 167.5 ± 0.7
21 148.6 ± 0.8 92.1 ± 0.5 77.7 ± 0.9 53.62 ± 0.23 42.8 ± 0.3 32.7 ± 0.4 19.2 ± 0.6
23 135.6 ± 0.6
25 112.7 ± 0.8
27 99.5 ± 0.5
29 79.4 ± 0.5
31 57.81 ± 0.29 54.4 ± 0.3 68.6 ± 1.0 59.07 ± 0.25 50.3 ± 0.4 43.5 ± 0.4 22.2 ± 0.6
33 34.94 ± 0.26
35 23.75 ± 0.17
37 15.75 ± 0.15
39 11.98 ± 0.12
41 9.59 ± 0.10
43 7.92 ± 0.09 6.64 ± 0.05 5.74 ± 0.13 3.897 ± 0.026 3.36 ± 0.05 2.82 ± 0.08 1.78 ± 0.17
45 6.80 ± 0.09

Table 3. Experimental reaction rates in iodine samples. Reaction rates B(A) are
multiplied with 108

9th cm 127I 129I 21st cm 127I 129I
130I 259.3 ± 0.4 130I 348.6 ± 0.5
128I 344.4 ± 1.6 154.6 ± 1.6 128I 216.9 ± 1.2 245 ± 3
126I 284.1 ± 0.8 109.7 ± 2.3 126I 157.1 ± 0.4 155.2 ± 2.1
124I 76.6 ± 0.4 38 ± 3 124I 48.1 ± 0.3 51 ± 4
123I 59.27 ± 0.23 31.52 ± 0.22 123I 46.42 ± 0.17 36.3 ± 0.4
121I 16.8 ± 0.10 9.03 ± 0.14 121I 14.03 ± 0.07 8.71 ± 0.19
120I 9.43 ± 0.18 8.9 ± 2.1 120I 9.7 ± 0.17 7 ± 4
119I 4.24 ± 0.11 2.33 ± 0.23 119I 4.4 ± 0.10 2.4 ± 0.5
118I 1.35 ± 0.07 118I 1.69 ± 0.06
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The codes successfully predict the general trends of the results and with some
exceptions (which could be the systematical error) also the absolute values. The
differences between the codes are minimal in the prediction of the production
isotopes with lower threshold, but they become signiˇcant for some isotopes
with threshold above 30 MeV. From the comparison with experimental data,
it seems that the FLUKA code describes the neutron/proton spectrum after the
10th cm better than models included in MCNPX. Concerning the total number
of produced neutrons in the setup, the calculations by various codes are in good
agreement and predict 11.7Ä12.6 neutrons per one primary proton.
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